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Abstract—Energy is one of the most crucial factors in the design of large-scale computing systems, especially high-performance computing. While exascale systems could be built with current hardware solutions, the required funding exceeds the budget of most institutions. Since a system is never fully utilized, energy-proportional components can save a substantial amount of energy. However, current interconnect technologies still operate at a fixed power consumption rate. Therefore, network power consumption becomes increasingly important as its contribution to overall power consumption is increasing.

Energy-proportional interconnection networks is a research area that is still emerging. In this work, we analyze the effects of different topology characteristics on power consumption and potential energy savings of interconnection networks. We compare the differences in the design of common topologies and the related impact to energy savings. In particular, we analyze the power consumption of torus, k-ary n-tree, and dragonfly. We also use existing topology-independent power-saving policies to derive potential energy savings for each topology and compare the policies to other work which is specific to topology hardware features. The comparison concludes that topology-independent policies are superior for energy savings and the other work is superior for execution time.

I. INTRODUCTION

The U.S. Department of Energy (DoE) aims to build exascale systems within a power budget of 20 megawatts [1]. In order to reach this ambitious goal, supercomputer must increase their energy efficiency at all levels. Using components with a fixed utilization to power ratio is one of the most promising approaches. While there is a good progress in energy proportional processors, most interconnection networks still operate at constant power. Previous analyses have shown that interconnects are in particular suited for this approach since they show a rather low average utilization [2]. Although the contribution of interconnection networks to the overall power consumption is rather small, multiple analyses show that their share will increase in the near future up to 30% [3] [4]. Additionally, the International Technology Roadmap for Semiconductors (ITRS) report predicts that data center power consumed for networking and switching will exceed power consumed by both storage and cooling by 2019 [5].

In contrast to the rather small share of the switch core logic, link ports and especially serializers consume the major share of the total power consumption of a switch. While the core logic is mainly designed using CMOS technology, Current Mode Logic (CML) is the underlying technology for serial links. Unlike CMOS, which dissipates power every time when switching, CML consumes power constantly during operation due to its current-driven character. Hence, frequency scaling has a small impact on power consumption, while reducing link width is more suitable for energy savings. In order to change link width, single parallel lanes inside a link can be switched on and off individually but may cause a certain downtime for the entire link in order to reconfigure.

In recent work, we have shown that even rather simple approaches enable energy-saving in direct non-hierarchical interconnection networks of up to 80% [6]. Although indirect and hierarchical networks differ from direct, flat networks in multiple factors, such as radix, routing, or link utilization, energy-saving in both type of networks follows the same fundamental approach. In this work, we analyze the impact of these factors on performance and energy-saving possibilities remains unclear.

In particular, we make the following contributions:

• How effective are our existing power-saving policies for other topologies, such as k-ary n-trees and dragonflies and how do they influence the execution time of different benchmarks?
• How do these power-saving policies compare to related work, which is tailored to certain topologies?
• How do different topologies compare in terms of link energy consumption?

The remainder of this paper is structured as follows: In Section 2 we give some short background information about serial links and power consumption of different topologies from an analytical view. In Section 3 we introduce our concept of energy-saving in interconnection networks. This is followed by the methodology of our experiments, including parameter sets for used traces, policies, and topologies. In Section 4 we provide the results and a short evaluation of our experiments. Section 5 concludes the evaluation part with a short discussion. Next, a brief overview of related work is given in Section 6. Finally, Section 7 finishes this work with a short conclusion.

II. BACKGROUND

The network topology describes the physical layout of the various network elements such as switches and nodes.
The choice of the appropriate topology is an important task during the design process because many significant properties of the network are directly related to the chosen topology, such as bisection bandwidth and diameter. In this section, we are going to derive a simple analytical power model for topologies relevant for this study, which are 3D-Torus, k-ary n-tree and dragonfly, to showcase the difference in power-saving potential.

A. Serial links as common transmission technique

Serialization is a common practice in interconnection networks. This technique allows to convert wide internal data paths running at a given frequency \( f_{\text{parallel}} \) into fewer, possibly only one, serial data path(s) running at higher frequency \( f_{\text{serial}} \), which results in slimmer physical links. A serial link usually has no dedicated clock signal, instead, the clock is embedded in the data signals. As a result, a serial link offers the possibility to transmit data using fewer physical data paths, in the following called link lanes, thereby reducing the number of pins. However, serial links require a link training to ensure that the embedded clock is locked on the receiving side and that both transmitter and receiver agree on a common view of word boundaries. In terms of power saving, several aspects of a serial link are relevant:

1) A link training is required any time the frequency of a lane is changed, resulting in a time period in which the link is on but cannot transmit data. We will refer to this as transition time. Note that turning a lane off does not result in a transition time.
2) Even in the case of no traffic, a serial link has to continue exhibiting signaling transitions to maintain clock locking and word alignment.
3) Serializers and de-serializers are the dominant factors regarding overall power consumption of a network switch, as shown in previous work [2].

B. Analytical power model based on topology characteristics

A first approximation of a power model, independent of the chosen topology, identifies the port count and thereby the number of (de-)serializers used. Furthermore, we assume the contribution of switch core logic, including among others routing logic, crossbar or similar switches and arbiters, to be constant. Although the power consumption of the switch core logic correlates with the number of ports, we believe these variations to be negligible since overall power consumption is dominated by the link port power. Therefore, a first approximation of the total required power for a network is

\[
P_{\text{network}} = L \cdot P_{\text{port}}
\]

where \( L \) denotes the port count in the network. Calculating \( L \) proves itself to be not straightforward since there is no universal rule that is valid for all topologies. However, it is feasible to derive topology-dependent formulas as shown in the following, as shown in Table I with \( N \) denoting network size and \( R \) the switch radix.

![Table I](image)

III. Concept

For most components, a common approach to save energy and power is to adapt their power consumption to their utilization by switching between discrete power states. These power states trade off performance for reduced power consumption, since the component is not fully utilized. Usually, frequency scaling and switching on and off single components or modules are the most applicable techniques to design discrete power states.

A. Energy-Proportional Networks

Energy saving in interconnection networks is based on similar techniques, however, with some subtle differences. In recent work, we have shown that actual exascale benchmarks and other scientific application utilize links in a 3D torus network only up to 6% for Graph500 and NAMD [2].

Unlike many components, such as processors, that are mostly based on CMOS logic, frequency scaling is not applicable for interconnection networks. Our analysis shows that serial off-chip links contribute about 70% to the power consumption of a NIC, while the core logic only contributes little to the overall power consumption (15%). In contrast to the CMOS-based core logic, serialization technology, and
thereby the serial links is dominated by the CML standard. The way these two technologies consume power is fundamentally different. In CMOS technology, power is dissipated every time when switching, which results in a highly frequency depending power consumption. Contrary to CMOS, CML is a current-driven technology, which consumes power constantly while operating. Therefore, CML power consumption is independent of the operating frequency. This suggests scaling link width to be the most promising approach for power and energy saving in interconnection networks.

In most of today’s interconnection technologies, serial links already consist of multiple lanes, such as Ethernet, Infiniband, Omnipath, EXTOLL, or PCIe. Switching these single lanes inside a link independently on and off enables adapting bandwidth to the current utilization. However, every time a lane is switched on or a link changes its operating frequency, the link has to perform a re-training. Also, power saving in interconnection networks is also a trade-off between power and performance. Therefore, it must be decided what performance decrease is tolerable in order to improve energy efficiency.

B. Policies

In recent work, we introduced several policies to switch between power states and, thereby, save energy in direct interconnects [6]. These policies do not take any specific feature of direct networks into account; hence, they can also be used for other topologies without any additional adaption. In order to analyze the impact of topology specific features, we compare our strategies with one introduced by Alonso et al. [7], which is designed for k-ary n-tree networks. In the following, there is a short overview of the used policies.

On/Off

This first policy switches links off if they are idling and back on if data has to be transmitted on the link. In order to decide whether a link should be on or off, there is a timer in every linkport, which is reset every time data is transmitted on this link. If the timer finishes without new data arriving, the link is switched off and remains in this state until a new packet or credit arrives in the output buffer. Once a link is switched on again, it is unable to transfer any data, until it has performed the re-training (transition time). Since an off-link cannot transmit any data, both directions in a bidirectional link are switched off simultaneously, because the credit based flow control requires a handshake.

The time a link needs to remain inactive before it is switched off depends on the two parameters: transition time and maximum relative performance loss. This approach was inspired by the work of A. Venkatesh et al [8] and allows to cap the maximum performance loss that is tolerated while saving energy. Since this algorithm is designed originally for the MPI layer, this maximum performance loss is just from a NIC view and can sum up along paths in the network. Therefore, we decided to focus on two different inactivity periods, after which a link is switched off: A rather conservative approach, which should cause a small performance loss but also less energy savings and a more aggressive approach, which accept potential higher performance loss in order to save more energy. The different parameter and their impact are explained more detailed in [6].

High/Low

In order to improve performance, we introduced a second policy, which switches links into a lower power state instead of switching them completely off. In this lower power state, the link consumes less power but is still able to transmit data with slower speed. In particular, only one of twelve parallel lanes is active in this power state. Analogous to bandwidth, power consumption decreases by a factor of twelve.

Single packets or credits can be instantly transmitted without switching to a higher power state. If the associated link buffer is fill up to a certain level, it is better to switch the link back into a high power state, even though during the transition time no packet forwarding is possible. The corresponding threshold of the buffer’s fill level is described in equation 2.

$$\frac{data}{BW_{low}} > \frac{data}{BW_{high}} + t_t \Rightarrow data > \frac{t_t}{BW_{low} - BW_{high}}$$

While this policy aims to decrease the performance loss for power saving, it thereby reduces the maximum amount of power that can be saved, since links are not completely switched off but put in a state which still allows to transfer data at a lower speed.

Alonso

Alonso et al. introduced a power-saving policy particular suited for k-ary n-trees [7, 9]. This policy switches links on and off depending on the current router utilization. The corresponding dynamic threshold is periodically adjusted, depending on the number of active outgoing links. In order to maintain connectivity in the network, a subset of links and switches is defined, which cannot be powered down. This minimal tree defines an upper bound for the maximal power savings. K-ary n-tree specific properties are taken into account by adapting the conditions for powering links on or off depending on the link direction (up or down) and the level of the corresponding switch in the network. Analogously to our policies, we used a conservative and an aggressive threshold.

A detailed overview of this approach is provided in [7, 9].

Note that we adjusted this policy by switching links into the lowest power state, instead of switching them completely off in order to adapt it to our simulator. Bidirectional links are mandatory for the handshake of our credit-based flow control protocol. However, links in this low power state are only used by the flow control and cannot transmit packets. Additionally, we adjusted the DESTRO routing algorithm for k-ary n-trees, because this policy requires adaptive packets. If the routing algorithm selects a switched-off port, the packet is routed to another random valid port.
IV. Methodology

Since implementing new experimental energy-saving features in hardware is not feasible, we use a network simulator for our experiments. The following section provides a short overview of this simulator and the parameters we used for our experiments.

A. Traces

Energy-saving techniques in interconnection network exploit gaps between communication phases to reduce bandwidth in under-utilized links. However, these techniques fail with generated traffic due to its randomness. Therefore, we decided to use traces in the VEF [10] format. In this format, all MPI events are recorded in the traces and the periods in between are assumed as computation time. For our simulations, we selected the following real scientific applications, executed by 512 MPI ranks:

LULESH (Livermore Unstructured Explicit Shock Hydrodynamics): is one of the proxy exascale applications provided by the United States Department of Energy (DOE). It is a hydrodynamic simulation, which uses a stencil code to calculate the physical forces. The traces are generated with a problem size of 100 and 50 iterations. This results in about one million elements per rank.

NAMD (Nanoscale Molecular Dynamics program): performs a simulation of dynamic biomolecular systems with underlying n-body particle calculations. We select the Satellite Tobacco Mosaic Virus (STMV) molecule as input data, which consists of about one million atoms and is frequently used.

Graph500: is a benchmark with a data-driven communication pattern. This breadth-first search (BFS) graph traversal is also the Graph500 list’s benchmark, which is an alternative to the TOP500 list. The traces are generated with replicated-CSR implementation, a scale factor of 20, and an edge factor of 16.

WRF (Weather Research and Forecasting): uses numerical simulations for operational weather forecasting and climate research. This benchmark is used for comparing various aspects, including CPUs, Interconnects, and MPI library performance.

HPL (High-Performance Linpack): (High-Performance Linpack) is widely used as a benchmark for the Top500 list. It solves a dense N × N system of linear equations. The traces are generated with the following parameters: row-mapping, N = 9984, P = 16, Q = 32, threshold = 16, NBs = 192.

B. Network Simulator

As a simulation environment, we extended the OMNeT++-based SAURON simulator [11] with multiple power measurement features and implemented the introduced energy-saving policies [2]. This simulator models a detailed NIC with all components of a commodity NIC that can be customized and adjusted by the user.

C. Simulation Parameters

The used network simulator provides multiple parameter sets that can be set up by the user. For parameters that have a minor relevance for energy saving, we configure a common HPC network. All parameters concerning the focus of this work are provided here:

3D Torus: We use an 8x8x8 configuration with 512 nodes in total and an X-Y-Z dimension order routing.

k-ary n-tree: We examine two different configurations for k-ary n-tree to gain insights about the effects of hierarchies in networks regarding power savings: three stages with a switch radix of 16 resulting in 512 nodes and two stages with a switch radix of 64 resulting in 1024 nodes. For both configurations, DESTRO Routing [12] is used.

Dragonfly: The parameters of the dragonfly are closely orientated at [13]. We use a switch radix of 28 ports and a fully interconnection, which results in 756 nodes. We select a dragonfly specific minimal routing [13].

V. Results

With our experiments, we aim to gain insights about the efficiency of our prior introduced energy-saving policies, and how features of different topologies affect execution time (also referred to as performance), and energy consumption.

For all policies we choose a conservative and an aggressive setting, which results in a power-down timer of $t_{down} = 1\, \text{ms}$ for the conservative setting and $t_{down} = 0.1\, \text{ms}$ for the aggressive setting. The impact of these parameters is discussed in more detail in [14]. Additionally, we use similar settings for Alonso’s policy with a conservative utilization threshold for powering a link on of 0.15 and an aggressive one of 0.9. Last, we set the transition time to $100\, \mu\text{s}$, which we believe to be representative for today’s hardware.

Note that we take only link power into account since we are not aware of a reliable switch core power model. We leave such analysis to our future work.

A. 3D Torus

The first topology we analyze is the 3D Torus. Tori are flat, direct networks, which are widely used due to their good scaling behavior. Figure 1 depicts the relative link energy consumption of our policies, normalized to the energy consumption of the same network, running the same workload without any energy-saving policy.

All evaluated policies substantially reduce link energy consumption, up to as low as about 1% of the original energy consumption. In particular, we observe that the on/off policy with an aggressive setting performs better than the high/low policy for all workloads. For the conservative setting, high/low provides better results for NAMD and HPL. This is caused by a lot of small messages and idling periods, which prevent the on/off policy to switch off links. Except for one configuration, all combinations enable link energy savings of more than 90%.

In Figure 2, the corresponding relative performance loss normalized to the execution time without energy savings is shown. The high/low policy performs better for all workloads and keeps the performance loss within one percent for LULESH, NAMD and WRF. This is not surprising since this policy was designed to trade-off some energy saving for a better and more reliable performance. Also as expected, the conservative
setting for on/off shows better performance than the aggressive switching off one. Furthermore, it is notable that the high/low policy does not show any significant differences between the aggressive and conservative setting in both energy savings and performance.

B. K-Ary N-Tree

This widely used topology received more attention in past regarding power and energy saving. We implemented another policy introduced by Alonso et al. [9] in order to compare our policies to one tailored to k-ary n-trees.

Since there are different possibilities to build this topology, we choose two different configurations, two and three stages:

Two Stages: The two stages are built with a switch radix of 64, resulting in 1024 nodes. In order to ensure a fair comparison, we subtract the power of all additional links that are not utilized due to the mapping of the traces. The energy-saving potential and the according performance loss are shown in Figure 3 and Figure 4 respectively. Again, the energy consumption and runtime are normalized to the workloads executed on this topology without any power saving.

Concerning energy saving, almost all combination follow the same trend as when applied to the torus topology. Again, on/off enables more energy saving, especially the aggressive setting. The two different settings result in just slightly differences for the high/low policy. Only even the conservative setting for HPL in combination with the on/off policy provides better results than the high/low policy.

Alonso’s policy, despite it was developed for this particular topology, results in a substantially higher energy consumption, yielding results in the range of 35-50% of the original link energy. For reference, the other policies reduce link energy down to 10% or less. These obtained energy savings are very close to an upper bound, which is determined by multiple links that are used to maintain full connectivity. Also, Alonso’s policy shows an impressive performance in terms of execution time. Except for the Graph500 workload, which causes a bad performance for all policies, all benchmarks are basically seeing no increase in execution time.

The performance of the two other policies is surprising, too. For Graph500, WRF, and HPL, high/low shows worse performance than on/off. In particular, this is remarkable since high/low was designed to trade-off some energy savings for an improved performance.

Three stages: Compared to an equally-sized 3D Torus, the k-ary n-tree with three stages requires more links. Since the traffic in the network remains the same, the average utilization per link decreases. However, the effect of this lower utilization on the energy savings are rather small. Figure 5 and Figure 6 depict the results for the three-staged k-ary n-tree.

There are just small differences in the energy-saving results for all topologies between the two-staged and three-staged version. Only for NAMD, the on/off policy provides better results for two stages than for three stages. Again, Alonso’s policy reduces the link energy consumption to about 40% for all workloads.

The number of stages of the k-ary n-tree affects the execution time. While the performance of all workloads with the on/off policy decreases for three stages, the performance of the high/low policy slightly improves.

C. Dragonfly

The dragonfly topology is an example of a hierarchical direct network and is becoming more popular due to its low network diameter and high bisection bandwidth. The design rules for dragonfly do not allow for a size of 512 nodes, therefore, we used the closest possible size (756 nodes). Analogous to the two-stage k-ary n-tree, we remove the power consumed by the remaining links that connect to unused nodes. Still, the number of links used for dragonfly is slightly higher than for a 3D torus. The results for this topology are depicted in Figure 7 and Figure 8.

Surprisingly, the results of this topology follow the same trends as for the 3D torus, but dragonfly enables in average
more power saving for the on/off policy, which correlates with the lower average utilization per link. Concerning execution time, dragonfly again shows effects similar to a 3D torus, except for the Graph500 workload, which performs better using the on/off policy than high/low.

Generally, both policies provide good results with link energy savings of more than 90% in most cases, within a reasonable performance loss. Only the Graph500 workload causes larger performance losses, which might not be tolerable in HPC settings. This is likely caused by the unpredictable character and the small message-based communication pattern of this workload.

VI. DISCUSSION

In a 3D torus network, both policies show promising results. While on/off mostly enables more link power saving, high/low performs better in terms of execution time. Only for NAMD and HPL high/low consumes less link energy than on/off in a conservative setting. This is due to the workload’s communication pattern: the idling periods between communication phases are too short for the conservative setting to switch links off, therefore, they remain in the fast but power-hungry high power state. However, once a link is in the low power state, the communication volume density is too small to trigger the high/low policy to switch back into a higher and faster power state. Comparing the aggressive to the conservative setting, the on/off policy shows results as expected: while an aggressive setting increases the energy savings, it also increases the execution time since links are switched more often, causing performance penalties in form of transition time. Surprisingly, there are almost no differences between these two settings for high/low, regarding both energy consumption and execution time. This indicates that most links remain in the lower power state, once they were switched to it. This corresponds to the overall number of transitions between power state for these workloads and policy.

For k-ary n-tree topologies there exist multiple design possibilities regarding switch radix and number of stages.
Both investigated configurations with two and three stages show no significant differences regarding power saving or execution time. Minor better results for single configurations in the two-stage version indicate slight advantages regarding energy saving. However, our results only focus on link power consumption. Since fewer stages are required for higher radix switches, the rising core power consumption of these switches could exceed these benefits. Regarding aggressive and conservative settings, this topology behaves similarly to a 3D torus. In contrast to the original purpose and the results of the 3D torus, the high/low policy performs worse in terms of execution time compared to the on/off policy for three out of five workloads, likely caused by the selected routing algorithm. Since the DESTRO algorithm is designed to balance the load among all up links, single links are not utilized enough to switch back to the higher and faster power state, once they are in the low power state. This has particularly an impact for patterns that continuously send messages instead of bursts in a global communication phase. Compared to the policy of Alonso et al., our policies enable significant higher energy savings: while Alonso’s policy achieves about 60% of energy consumption, high/low saves on average about 90% and on/off even more. However, it is impressive that Alonso’s policy causes almost no performance loss, except for the Graph500 workload. We believe that small increases of execution time could possibly be hidden by an overlap of computation and communication, but larger delays will certainly impact energy consumption.

For the Dragonfly topology, both policies follow the same trends as for the 3D torus for most configurations, but Dragonfly shows even more improvements in terms of energy saving and execution time. Only for the Graph500 workload the 3D torus shows better results, possibly based on the all-to-all pattern. Except for this workload, high/low performs better than on/off in terms of execution time. This fact and the similar amount of energy saving suggest that high/low is a better fit for this topology.

VII. RELATED WORK

Various work on on-chip interconnection networks exists (an excellent summary can be found in [15]), but these designs adhere to completely different technical constraints such as signaling, physical distance, and topology. In the following, we concentrate on scalable (i.e., inter-node) interconnection networks.

The growing significance for more energy-proportional networks is shown in [3]. While the authors analyze power consumption analytically and show potential parameters for an improved energy-proportionality, they do not provide solutions.

An energy-efficient MPI runtime is introduced in [8]. Contrary, we rather optimize power consumption at link level and independent of a particular programming language, but we adapted the algorithm introduced in this work to calculate the threshold for switching network links into a low-power state.

The performance of Energy-Efficient Ethernet (EEE) is evaluated in [4], analyzing the behavior of EEE for HPC workloads regarding power consumption, bandwidth and latency. The authors also propose a concept in which power-downed links are regularly woken up to ensure continuous clock locking and word alignment. The overhead of this technique is analyzed in [16] and an extension is proposed for a deep-sleep state. In contrast to our work, this technique mainly relies on specific EEE features.

Hendry [17] proposes Asynchronous Circuit Programming (ACP), which allows the programmer to closely interact with the underlying hardware through a high-level interface to establish communication channels and additional features for HPC applications. Such an approach can guarantee near-optimal state selection as explicit knowledge about application behavior is present, however, the responsibility is shifted from architecture to the programmer with substantial implications on programming complexity.

A promising concept for obtaining deeper insights on the power behavior of interconnection networks is presented by
Wang et al. [18], [19], who developed an activity-based power model for fundamental switch components. As we only analyze link power consumption, a combination could yield comprehensive results on overall network power consumption.

VIII. Conclusion

While most components of HPC installations steadily achieve better energy proportionality, interconnection networks remain a constant factor in the system’s overall power consumption. Therefore, their relative share of overall power consumption increases continuously. In order to achieve more energy-efficient interconnects, we have evaluated energy-saving policies applied to different topologies.

In general, these policies show good results, not only regarding energy saving but execution time. While the on/off strategy with an aggressive power-down policy is best with savings of more than 95% of the link energy for almost every configuration, it also causes the highest performance loss. Contrary, for 3D tori and Dragonflies, the high-low policy seems to be a good compromise as it still enables energy savings of more than 90% but results in less execution time increase. Seconding our results from an analytical model, Dragonfly shows the highest potential for link energy savings. This hierarchical topology has received rather little attention yet regarding energy saving, but our results suggest that it is a promising candidate for further studies. Another notable insight is the performance of Alonso’s policy. Although it cannot keep up with the two other policies regarding energy savings, it outperforms both in terms of execution time.

Next, we plan to develop a switch core power model for a complete study of energy consumption in scalable interconnection networks, for a fairer and more precise comparison of different topologies. Furthermore, especially for indirect topologies adaptive routing seems promising due to a huge amount of redundancy in network paths. The results from this work also suggest that energy saving policies should take communication characteristics into account [20]. Last, investigate networks at a larger scale it is important to address simulation time, possibly by traffic models to generate synthetic but realistic traffic patterns.
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