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FOREWORD

Dear reader,

This annual report describes the research acBvitighe chair of optoelectronics for the year 2(8ifce the activities
on optical interconnects have moved to a ziti-regegroup, only one contribution is dealing witlisttopic now. Also
the Viroquant project has finally run out. Sevanalv activities are concentrating around a new pletsment - the
overlapping micro lens array which has several themretical aspects and also a humber of intagestpplications,
including high NA focusing and phase retrieval. Arey central part of research concerns computdtimptics, where
new findings are reported. In one contribution, feand that the various near field calculation me@re not
equivalent when it comes to local absorption. nother contribution we explain why oblique illumiitan should not
be modeled by a linear phase factor. One contohyticks up on an old problem, the inclination éadbr high NA

focusing, where we found that realistic focusin¢japdiffers significantly from the theoretical neld

We hope that many of the topics in this report will find your interest.

Karl-Heinz Brenner
Head of the chair
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Integration of micro-optical and electronic systemdor the
fabrication of Active Optical Cables

F. Merchan, K.-H. Brenner

In recent years, the development of active optical
cables has been incentivized by the requirementtseof
rapidly growing high performance computers and
correspondingly  the  interconnections  market,
moreover, the optimization of the fabrication prexe
and the development of smart and efficient solgion
has become a research topic.

The most important factors that must be considered
already in the design phase are the feasibilityh wit
available technology, costs and the possibility of
automation of the fabrication and adjustment
processes. The fabrication of AOC’s is driven bgsth
factors; consequently, all processes involved havee
optimized in order to meet the requirements.

The replication of metal masters for the fabricatio
of optical couplers has been confirmed as a very
accurate and cost effective method. In order to
complete the optimized fabrication chain, the agitic
systems have to be integrated with the electronics,
which is fabricated with well-known, available
methods. For this purpose, a modular constructson i
implemented so that the optical- and the electrsuls
systems are constructed and after their functipnai
proven, the systems are aligned using standard

mechanics. The constructed system has 5 degrees of

freedom: the cartesian coordinates and two tillesg
that are critical to achieve the desired coupling
efficiency. The tilt angle around the transversas af

the VCSEL array is the most critical one (see Eig.
Measurements show that this angle is up to 2.3Ren
worst case for a standard manual flip-chip process.
This precision is inherent to the used laboratory
machine and might be better in current automated
industrial processes.

Fig. 1 Adjustmt of e coupler on the PCB

With this angle adjusted, a coupling efficiencyabiout 50%
can be assured. For systems that are some metisgih
(up to 10m), this coupling efficiency is acceptalile order
to reach higher coupling efficiencies, an activpusitnent is
required. The Fig. 2, shows the coupling efficiesdhat can
be reached with passive alignment and the improueérnfe
active alignment is made. When using active alignniee
coupling efficiency is, in the worst case, abou¥#®Q@vhich

represents a considerably higher efficiency that teached
using passive alignment.
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Fig. 2: Coupling efficiency on tilt angle dependency

Optical couplers, VCSEL-Driver, VCSEL-Array,
Transimpedance-Amplifier and Photodiode-Array are
integrated in a 22x25 nfmand 3mm height PCB (see
Fig.3). With commercially available devices it is
possible to achieve up to 12.5 Ghit/s per channelia
the complete AOC up to 300 Gbit/s duplex.

Optical
coupler

Transimpedance

Electrical amplifier

connector

Fig. 3: Fabricated Active Optical Cable
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Impact of different field calculation methods
on local light absorption in periodic structured melia

M. Auer, K.-H. Brenner

Precise knowledge of the spatial location of light
absorption in structured media is needed for the
optimization of optoelectronic devices like detesto
solar cells or photolithographic systems. Recentty
reported a definition for local absorption, which i
derived from electromagnetic near fields [1]:

a(r) = Lm(e( )€ @

Unlike the global absorptiorA, where energy
conservation is obtained by definition,

A =1-Transmission- Reflectio (2)

the local absorptioa depends on the method of field
calculation, which is not unique.

In the RCWA algorithm the inverse Li-rule [2]
improves stability in the calculation of reflecti@nd
transmission coefficients in case of complementary
discontinuities in permittivity and field. The stiard
field calculation approach uses the same inverke ru

expressed by the mode limited Mat :

£, =X, (3¢" o §=- £ (WRD( 3) @

Due to the discontinuity of the materials at bougda
surfaces, a second method, introduced by Lalande an
Jurek (PLMJ) [3], derives the E-field from a
continuous D-field and multiplies with the original

non-mode limited permittivity (X):

e, =13 0,96 a(3=- (WD (3) @

In a third method (KHB) Brenner [1] likewise
derives the E-field from a continuous D-field. But
because the material distribution is mode-limited a
thereby continuous, he returns to a purely mode-
limited implementation, avoiding the inverse Ligul

E =X (9 e( =~ iE (WRD( ) ()

In order to compare the various field calculation
methods in two- and three-dimensional structured
media, we introduced three criteria:

Our first criterion is based on convergence. We
compare low mode count results to a converged, high
mode count result. Secondly we check Maxwell's
continuity conditions, which require tangential ldie
components to be continuous. The third criterigiste
conservation of energy, which in this case means an
agreement of global absorption (eq. 2) and integrat
local absorption (eq. 3) over the full grating:

Aijﬂa(r)dv (6)

In a test case, a 2D absorbing GaAs-grating imiHu
nated with a TM-polarized plane wavg € 1um). The

global absorption from RCWA is 1.39%.
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Fig. 1. Different field calculation methods and theiresff on
local absorption. Integrated absorption (and dewigt
a) Std. method (100 modes): 1.447% (= +4.1% dev.)
b) Std. method (4 modes): 1.475% (= +6.12% dev.)
¢) PLMJ-method (4 modes): 1.391% (= +0.14% dev.)
d) KHB-method (4 modes):  1.398% (= +0.58% dev.)

In the two-dimensional case (fig 1) we can see that
for a small mode count the PLMJ-method and the
KHB-method both satisfy the third criterion much
better than the standard method. While the PLMJ-
method has more visual similarities with the cogeer
field solution, the KHB-method brings in self-
consistency by staying compatible with the mode
limitation of the RCWA. In the three-dimensionakea
the results are less clear. Here the results dirong
depend on system geometries (fig 2). Nevertheless t
three criteria are a useful instrument to validate
simulation results with small mode counts.

= Standard Method
= PLMJ Method
== KHB Method

010
fill factor 1 [Ey]

no structure 3D structur 2D structure

Fig. 2. Deviation between global absorption and integrate
local absorption for various three-dimensional iggat
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Optimization of local absorption in layered media

K.-H. Brenner

Local absorption plays an important role in all
semiconductor detectors and solar cells. Sincehall
standard multilayer stack theories only providebglo
absorption, being defines as the difference ofrimog
power and the sum of reflected and transmitted powe
information is lost, concerning the exact positidong
the stack, where absorption takes place. In
semiconductors, the photon to electron conversgon i
most efficient, if the absorption takes place anear
the depletion layer, while absorption at other poss
only contributes to heat generation. Being able to
compute local absorption, allows an optimizatioraof
structure with respect to conversion efficiency.

The theoretical basis for describing local absorpt
has been published in [1] for the standard RCWA-
implementation. For a stack of layers with diffdren
thicknesses and permittivities, a different apphoac
using Poynting vector differences was recently
published in [2]. Our theory of local absorptiomdae
adapted to a layer stack [3] in a straight forward
manner and shows perfect numerical agreement with
the results in [2].

___________________________________________________________________

Abg

——————————————————————————————————————————————————————————————————

__________________________________________________________________

i B AT S
0.50 075 100
z-Position

1235

Fig. 1: Local absorptiora(z) for a typical solar cell

structure. Most of the light is absorbed at theriiaice
between air and the amorphous silicon layer.

If the layers are assumed constant in the x-y plane
and z is the direction along the stack, we defime t
integrated absorption by

A, .= ja(z') dz
It describes the ratio of incident power to the pow
absorbed in the interval betweenand z,. Using the

equations derived in [1], we can write the local
absorption quantitatively as

1)

E im (&) (2

(2)

Here, k,; is the z-component of the incident k-vector,
€is the permittivity of the medium at position z and

E, is the local electric field, resulting from an ideit
electromagnetic plane wave with an electric fietd-a
plitude of one. Note thaa(z) has a dimension of 1/m

and A, , is dimensionless since it describes a ratio.

For a layered stack of amorphous silicon, poly-
silicon, silicon oxide and steel, as is usual ilasoells,
we can calculate the local absorption for diffedayer
thicknesses. A typical profile is shown in fig.As one
can see, most of the light is absorbed at thefater
between air and the amorphous silicon layer, while
very little light is absorbed near the a-Si - p8iy-
interface.

By varying the thickness of the first two layers, a
map (fig. 2) for the absorption in a given regi@n de
computed, which may serve as the basis for optingizi
absorption in the desired region.

a.z2 1.
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Stack dl
o
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Fig. 2 Variation of the thicknesses of layer 1 and lager
shows pronounced absorption maxima in layer O, fvisan
be used for optimization

The optimization of a detector structure is of équa
importance, since the increase in photo current goe
along with a reduction in heat generation. The
technique can also be extended to polychromatht.lig
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Talbot Focusing - A new effect of periodic structues
and its utilization

R. Buschlinger, K.-H. Brenner

The Talbot effect is a well known phenomenon of
self imaging, stating that either an amplitude phase
distribution is replicated at the Talbot distantalbot
imaging can also be observed at fractional Talbot
distances [1] for special distributions. Talbot &siag
is a new effect, by which a highly concentratedafoc
spot appears at a particular distance from theogieri
optical element. With this effect, the spot diamete
independent of the structure period and the focal
length, enabling high NA-foci with large working
distance or which are placed very dense.

By observing the intensity pattern behind a simple
amplitude Ronchi grating (see fig. 1), we see v&io
effects. At the Talbot distance (here at 200 uniés)
perfect image of the input distribution is visiblat
half the distance, a contrast inverted pattern is
observed. What is most important, is that thereatge
certain distances, where pronounced on-axis focal
spots appear.

i i
50.00 10000 150.00 20000

Fig. 1: Light distributionl(x,2 behind a simple amplitude
Ronchi grating. In addition to Talbot images, thare also
focal spots on the optical axis.

These focal spots can be much smaller than focal
spots generated with a micro lens of the same deme
If we zoom into the first region between 0 and 5fig)
we see, that these foci are not only very conctedria
the lateral direction but also in the longitudinal
direction.

4000

Fig. 2 Zoom into the intensity distribution of fig. 1

A necessary condition for a focal spot is thatdhe
axis amplitude has a maximum. Taking into con-
sideration, that the complex input transmittance is

periodic, we can apply angular spectrum propagation
for a periodic field and obtain

7% frn?(m?en?
0,(0.0 =3, & @)

where Z=i is the z-position relative to the Talbot
Z;

length andA :dP is the optical wavelength in units of

the element periodJ,, , are the Fourier coefficients of

the input transmittance. From eq. 1 it is cleagtth
u,(0,0) is maximized, when

—4z1ii2 1-A2(m?+n?)

U,,=e * (2)
A similar result has been obtained independent[jn
With this result, quite unusual focusing arrays ban
designed. In one extreme, an array with a numerical
aperture of one was obtained for 1 mm focal distanc
and 32 um period. In another extreme, an array aith
pitch of 300 um and a focal length of 10 cm was
obtained.

These elements may find a large number of
applications. The extremely long focal length elatae
e.g. can be used for the detection of wave-frdig ti
with an accuracy of I® The high NA-elements can be
used for scanning a microscopic sample with a high
degree of parallelism.

References:
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Design of a diffractive micro lens array for ShackHartmann
wavefront sensing

T. Stenau, K.-H. Brenner

A common method to measure the aberrations of a
wave front is the use of a Shack-Hartmann wavefront
sensor. The two main components of this sensoaare
refractive micro lens array with a given period and
focal length, and a camera sensor which is planed i
the focal plane of the micro lens array.

An ideal wavefront produces a regular spot pattern
on the camera. The spot pitdP) (s determined by the
pitch of the micro lens array. For a wavefront with
small aberrations, the spots are shifted accortiribe
local tilt of the incoming wave. From the spot shiifie
gradient of the wavefront can be determined. The
accuracy of the wavefront measurement dependseon th
accuracy of the measured spot shifts, which again
depends on the sensor pixel size.

The spot shift is linear proportional to the focal
length, thus the accuracy can be increased withelon
focal lengths. Using refractive micro lenses, hogvev
there is a limit with respect to the focal lengdfh gince
the diameter of the focal spot increases with desing
numerical apertureNA). When the spot size exceeds
the pitch, the accuracy limit is reached.

By using a diffractive micro lens array, we areeabl
to avoid this problem. For these lendg8, f andP can
be chosen independently [1]. This is possible, esinc
diffractive micro lenses can be designed with
overlapping aperture. Therefore, a long focal langt
can be combined with small focal spots, allowing a
detection of very small wavefront tilts.

We designed and produced a binary diffractive micro
lens array consisting of 22 x 28 replicas of a BA® x
320 pm elemental cell. The primitive cell has a
resolution of 128 x 128 pixels and is shown in fega.
For the focal length we chose 10 cm at the HeNer las
wavelength of 633 nm and the desiyA was chosen

to 0.02.
1 £

Fig. 1: Primitive cell of the diffractive micro Israrray.

In a lithographic process we transferred this stmec
to a float glass substrate coated with photoreSisé
height of the developed photoresist resulted imasp
shift of 77. A microscope image of the produced
diffractive micro lens array is shown in figure 2.
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Fig. 2: Mlcroscope image of a few primitive celfstioe
produced diffractive micro lens array.

In a numerical simulation, we illuminated the eletne
with a plane wave. The cross section of the anmdit
in the designed focal plane at= 10 cm is shown in
figure 3.

Amphlude

yinpm

-150 -100 -50 0 50 100 150
xin pm

Fig. 3: Amplitude in the designed focal plane.

The spot size of a comparable refractive micro lens
array with the same focal length and pitch would be
400 um, which is significantly larger than the hitc
Here, the width of the focal spot is approx. 20 o,

a CCD with 2 um pixel size, a spot shift of 0.5 jism
safely detectable. Thus, the achievable angulas-res

lution should be better thaB10°®. The performance
of this new type of Shack-Hartmann sensor is ptsen
investigated by a group at the Laser-Laboratorium
Gottingen e.V.

References:
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Diffractive micro lens arrays with overlapping apertures —
design, fabrication and application

X. Liu, T. Stenau and K.-H. Brenner

Diffractive micro lens arrays offer a fundamental
advantage over refractive ones: the effective niamer
aperture (NA) can be selected independent of the le
pitch and the focal length. The cell NA is defirgd

NA :L (1)
JP2+4f?

whereP is the pitch and the focal length of the micro
lens array. The effectivdAis given by the diameter of
the pupil (magenta in fig. 1). If the effectivéA is
larger than the ceNA, an overlapping micro lens array
is realized. By lens overlapping, a dense arrayh wit
large working distance and high numerical apertsire
possible.
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Fig. 1. Design procedure: pupil function (magenta);
diffractive binary micro lens (blue); spot diagrégneen).
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The design procedure, shown in figure 1 is simiiar
the method in reference [1]. With this design
procedure, the effectivblA, the focal length and the
pitch of each micro lens can be chosen independentl
In figure 2 we compared a refractive micro lensgrr
with a diffractive one, where both had a lens pitéh
256pm and a focal length of 10mm. TN& of the
refractive micro lens is 0.0128, equal to the ¢&A
The effectiveNA of the diffractive micro lens is 0.036,
about 2.8 times larger than the cBIA. Due to the
overlapping aperture, the diffractive focal spot is
clearly sharper than the refractive one.

For the fabrication of diffractive micro lens arsay
we applied our laser lithography. The photo resiss
Shipley S1805. Here for simplicity, we used thdstes
layer as the phase structure and the measured phase
shift deviated fronx only by a few percent. In figure 3
we show a microscope image of the fabricated micro
lens and the focal intensity by illumination witHeeser

diode. The line plots through one focal spot confa
good agreement between calculated and measured spot
intensities.

m

r

diffractive one with overlapping aperture (bottorm) both
casesf = 10 mm; phase (left) and focal amplitude (right).
B ) |

Fig. 3: Microscope picture of fabricated micro lens (tefb),
intensity spot diagram with 3x3 focal spots shotap (ight),
line scans of calculated and measured spot inyetisittom)

In one of our current projects, such an overlapping
diffractive micro lens array was applied to mulidpe
iterative phase retrieval. By applying a diffraetiv
micro lens array to Hartmann-Shack wave front
sensing, the spot density can be increased without
changing the focal length, thus enabling a higher
spatial resolution. Further applications are msdt
scanning microscopy or light concentration [1, 2].

References:
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Sensitivity-enhanced complex amplitude retrieval usg multi-plane
intensity detection and a micro lens array

X. Liu and K.-H. Brenner

Phase retrieval methods like the classical Gerdhber
Saxton algorithm have an advantage compared to
interferometric and holographic methods, in thatyth
require no reference wave. Thus no laser is reduire
and the set-up can be very simple and stable. ®edri
has extended this method to obtain the complex
amplitude from a sequence of diffraction intensifi&,

2]. Unfortunately, the method is only reliable fown-
smooth phase distributions. For smooth phase
distributions, the intensity change along the propa
gation directionz is too small for a reliable recon-
struction, thus phase retrieval is only possiblehwi
highly increased z-sampling. Here we propose an
extension of his method by including a micro lens
array, similar to a Hartmann-Shack-sensor (HS). The
lens enhances the intensity variation of the remdrd
intensity patterns and it is numerically easy to
eliminate from the recovered phase distributione Th
improved performance of the algorithm is firstly
demonstrated by numerical simulations.

For HS-sensing, only the focal plane intensitysedi
to recover the wave front and the spatial samptihg
the wave front is determined by the micro lenstpitc
Classical HS-sensing is reliable only for smoothg#s
and the resolution is limited by the pitch. By com-
bining the HS-sensor with multi-plane phase retigv
the limitations of both methods can be removedeHer
a sequence of intensity measurements performed
symmetrically around the focal plane is recorded an
used to recover the wave front (figure 1). Withsthi
method, a phase distribution with both, smooth and
non-smooth  contributions can  be  reliably
reconstructed.

recorded intensity patterns along optical axis

illumination

Fig. 1: Scheme for multi-plane measurement of
intensity around the focal plane

Figure 2 shows a simulation result for recovering a
inclined plane wave (left). Without the introductiof
the auxiliary micro lens array, the intensity patteat
every propagation distance would be identical,
resulting in a global constant as the reconstructed
phase, which is obviously incorrect. With a refieet
8x8 lens array placed at= 0, the intensity patterns
show a variation, i.e. focusing and spot shift, athi

makes the recovery of complex amplitude possible.
However, within each micro lens window there is one
unknown constant phase shift (middle), which was
removed by additional unwrapping and stitching

(right).

b\

Fig. 2. Simulation result for the recovery of an inclingdne
wave from 20 intensities and 2 iterations. Lefitiah phase
distribution; middle: recovered wrapped phase ithistion,

greyscale corresponds to phase: white,black =—77;
right: recovered phase after unwrapping and stigchi

Figure 3 shows a simulation result for recoverimg t
sum (left background) of a smooth (left top) amba-
smooth (left bottom) phase. Using the standard
method, the smooth part of the phase will be M&th
this method, the reconstruction (right) is valigyne
firming that the proposed method is reliable fothbo
smooth and non-smooth phase distributions.

Fig. 3: Simulation result to confirm that the proposedhmnd
is reliable for both smooth and non-smooth phase
distributions (explanation: see text). The recargion was
done with 20 intensity patterns und 2 iterationgddie:
recovered wrapped phase distribution; right: recedg@hase
after unwrapping and stitching.
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Accelerated calculation of z-scans in numerical ligt propagation

K.-H. Brenner

The numerical treatment of light propagation usuall
occurs between two planes perpendicular to thealpti
axis. In this case, an x-y-section (see fig. 1eplis
calculated and displayed.

For the analysis of focused beams, for wave guides,
for Talbot carpets or in imaging situations for the
investigation of depth of focus, also a x-z-sectiora
y-z-section (see fig. 1, green) is of interest.. g
shows such an example, where the focus for a thin
element lens with a parabolic phase profile and a
numerical aperture of 0.15 was analysed. The figure
displays the amplitude instead of the intensityider
to enhance the low amplitude components.

Fig. 1: lllustration of a x-y-section (blue) and
a y-z-section (green)

The brute force method for obtaining such a z-ssan
to select a start positiazd and a z-stepz and then to
perform NZ single propagation operations, where in
each propagation step, a horizontal or vertica lig
extracted from the 2D-data. The combination of ¢hes
lines to an image results in the desired z-scan.

The time for this brute force approach is cleadly
times the time for a single propagation step. Isecaf
angular spectrum propagation, a speedup by a fattor
2 can easily be obtained by starting with the dbjec
spectrum instead of the spatial object distributiBg
precalculation of the propagator, which is consfant
a fixed dz only a multiplication and a back
transformation needs to be carried out for each
propagation step. The speed-up is 2, since the aumb
of Fourier transforms is half of that of the brditece
approach.

For a speed-up by more than a factor of 2, a differ
approach is needed.

If the x-y section is of siz& x N, we achieved an
additional speedup by a factor of approl By the
following method.

The basic idea for this acceleration is the apptca
of the Fourier projection theorem. It basicallytsta
that the on-axis value is the sum over all contitns
of the input distribution. The theorem can be
generalized for two dimensions and for an arbitrayy

or y, position by the following integral:

u, (% %) = [[u(v.u) &) &
— ezm'ﬂyoj' ('[ v} (V,/J) d/J) ™ (1)

Projektion

1D - FFT

The effort for one propagation step is therefore
reduced from a two-dimensional Fourier transforma to
one-dimensional projection and a one-dimensional
Fourier transform.
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Fig. 2. x-z-Section of the focal amplitude for a thindenith
a parabolic phase profile and a numerical apedfifel5

Since the number of operations for a 2D-Fourier
transform is2N?ld N and number of operations for a
1D-Fourier is NIdN,
speedup is

transform the additional

S=2N )

With this method, the time required for a 512x512
image can be reduced from a few minutes to a few
seconds.



On the true inclination factor under realistic focusing conditions

K.-H. Brenner

Light focusing is important in many applications of
optics, like in particle trapping, laser welding wor
optical storage. The standard treatment of a fogusi
lens was given by Richards and Wolf [1] as a vaator
extension of the scalar Debye approximation [2].
Although the work of Debye is mentioned in [1], a
reference to this paper is missing there. The focal
distribution in [1] is given ass; = (s,, ) )

e(r)=%g 1)

In Wolf's derivation, the conversion from a plane
wave to a spherical converging wave was treateahin
abstract way as a system, obeying the sine conditio
The amplitude change follows from the law of energy
conservation and results in the inclination factor

a(s:)=fQs, ®)
where the polarization vectog, follows from a de-

composition of the incident field into TE- and TM-
components which are transferred across the interfa

a

eik(q’(sz)”ﬂ) d?

()
N $)

3

Ry—D Ry Ry+w =
Fig. 1. Geometry of the perfect focussing lens

In this work, we have analyzed a realistic lensthwi

perfect ray focusing properties (fig. 1). Since the
polarisation treatment is the same as in [1], wi on
compared the pupil amplitude.

20
OEFO]
Fig. 22 Analytic shape of the front and back surface of a
perfect focusing lens, together with three raypétbd) and
reference sphere for the paraXiéblue).
We modeled the perfect focusing lens with aspheric

front surface,n,=1.52 and spherical back surface

25

R; =25mm, as shown in fig. 1. This problem can be
solved analytically by using as thex-component of

S, as a parameter. Hence, both, the front surface
ri(s) and the back surfacg, (s)are available in an
analytic form and can be plotted as shown in fig 2.

Using the law of energy conservation for the
Poynting vectors

Sn (S) dAin = Sv::ut ( é dA‘out (3)
we can use the fact that the area element is pkanar
the input and spherical at the output. Thus the
directions of S and dA agree in both cases. If we
choosd as the paraxial focal length, we obtain

ar? (s
a(sD)=l 5 9rin(s) (4)
f\2s; 05
which is to be compared with the inclination factor
f El/gfrom eg. 2. Figure 3 shows such a comparison

with the Richards-Wolf result shown as blue, dotted
curve and the inclination factor according to eqvith
NA=0.85,R =9.44mm in red.

1.2

4 gz(9)

a gpls) 1

o8

a6 I I I I I 1 I I

0.9

Fig. 3: True inclination factor (Sred) for a perfect foous
lens compared to the Richards-Wolf result (blue)

The pupil amplitude falls off more rapidly at small
angles and increases strongly towards the lens, edge
which results in sharpers spots than predictedl]n [
These results are confirmed using the Fresnel flaamu
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Treatment of oblique illumination in numerical light propagation

K.-H. Brenner

In the thin-element-approximation (TEA), oblique
illumination is usually treated by multiplying theput
transmittance with the complex amplitude of a dlte
plane wave, i.e.

Uy (% y) = t( % y) & (1)

For the object spectrum, this modulation resulta in
frequency shift, which increases the required estdte
in the frequency domain - a problem, which has also
been observed by Testorf [1].

The topic of this work is another, more serious
problem with this method. In any numerical
implementation, the true simulated object is aquici
replication of the central period. By multiplyingpet
input transmittance with a tilted plane wave, theet
operation is a multiplication with a sawtooth phase
since, unknowingly, we apply the same linear ptase
each period. Fig. 1 illustrates this:

e

| central period

T
——

[Em——

Fig. 1. Oblique illumination can be considered as a linea
phase element. In a periodic situation, a sawtpbtse
(right) is effectively applied instead of an infiely extended
linear phase (left).

If P is the calculation period, then only for certain
angles,

. A
sind =m— 2
b (2

the phase step height is an integral multipleaf. For

all other angles, the neighbouring periods expesgemn
constant phase shift, which differs in all perio@ite
effect of this error phase is hardly visible in mos
numerical calculations. The error, however, becomes
very prominent in Talbot imaging. This can be
explained very simple without any mathematics. &t t
Talbot distance, the Fresnel propagation phaseris z
(or a multiple of 2/7), which leads to a perfect
amplitude and phase image of the input distribution
Assume, the input is a rectangular slit, the Talbot
image will also be an unshifted rectangular slithwi
linear phase modulation. For a correct simulation,
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should, however, be a shifted slit. This simpleregke
illustrates, that the error phase can lead to gemere
errors.

Another example is a diffractive focusing elemeithw
long focal lengtH. It we record a line scan atf, y=0

for different incident angles, we observe a light
distribution shown in fig. 2.

410
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Fig. 22 Variation of focal intensity 1(x,0,f) for inciden
angles from 0° to 1° using the standard methodXeq.

By rewriting the propagation equation, in such aywa
that the multiplication with the incident plane veais
replaced by a shift of the propagation phase,

ikzy1-(Av+s )2~ 5 ) 3)

P(v.u)=e

we obtain a very different simulation result (sgg 8)
for the same problem as in fig. 2. In eq. 3,
s, =sind cogp, s, =sind sing are the lateral compo-

nents of the unit direction vector of the incidgtdne
wave.

433
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Fig. 3: Variation of focal intensity(x,0,f) for incident
angles from 0° to 1° using the modified method @q.

Now we obtain exactly, what is expected. The focal
spot position shifts linearly with the incident &mg
Thus the treatment of oblique illumination by eqn@&
only avoids an increase in space-bandwidth product,
but it also corrects the error phase terms.
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Imaging properties of a multi-spectral fluorescencemicroscope

E. Slogsnat, P. Fischer, K.-H. Brenner

The realized microscope setup is able to acquire
images of four different fluorophores at the sarommip
in time. The schematic setup is shown in Fig. 1.

Light sources

Objective lens

Image planes

Fig. 1: Schematic setup of the multi-spectral fluoreseenc
microscope

The resolution of each channel is analyzed by
imaging a Siemens star with 30 spokes and a radius
400 um (Fig. 2). In order to be able to measure the
magnification, it is surrounded by a square-shaped
frame with a length of the edges of 500 um. Duthéo
mainly spherical deformations of the used beam
splitters, all channels show astigmatism except\tie
channel, where the beam splitters are only used in
transmission.

N\
7

——

2N Z/IN

Fig. 2 Camera images of Siemens stars (left: NIR channel,
right: red channel)

The resolution of the NIR channel is below 1 um, of
the red channel 2.7 um, of the blue channel 2.2apdn
of the green channel 2.5 pm.

The NIR channel matches the ideal magnification of
10, whereas the other channels show slight dewistio
and produce smaller images of the object. This is

-11 -

caused by the process of refocusing in order to
compensate the astigmatism. The magnification én th
red channel is 9.95, in the blue channel 9.82 arttie
green channel 9.92.

High power LEDs are used as excitation light
sources. Only in the red channel a halogen bulb -
coupled into a fiber - is used, because there ikigh
power LED available which features the required
spectrum. Fig. 3 shows the fluorescence imagebeof t
NIR and the red channel.

Fig. 3. Fluorescence images (left: NIR channel; right: red
channel)

The exposure time of the NIR channel is 6 s, of the
red channel 9.8 s, of the blue channel 80 ms arheof
green channel 4 s.

It is striking that the exposure times of all chalsn
except the blue channel are very high. Only inthe
channel an exposure time which makes fast scanning
of the probe possible is achieved. The reasonhfese
high exposure times is the low optical power of the
light sources and the different quantum yields h#f t
fluorophores. The blue channel features the light
source with the highest optical power of 9.13 mW at
the object plane, whereas the source in the redneha
where only an underexposed image at the maximum
exposure time of the camera was obtained, hasajust
optical power of 0.85 mW.

Conclusion

The blur of the images in the red, blue and green
channels arises from the deformations of the beam
splitters and can be eliminated by exchanging these
elements through optical flat beam splitters. Thiem
obtained images will be as sharp as in the NIR ©blan

Exposure times suitable for fast scanning
microscopy can be achieved by using lasers instéad
high power LEDs. Lasers which feature the required
spectrum and optical power are available for each
channel.
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