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Dear Reader,

With the accomplished transition from the Universaf Mannheim to the University of
Heidelberg in 2008, the newly formed Institute @omputer Engineering (ZITl) will continue
its tradition of issuing an annual report. The mdpg was interrupted for some time due to all
the efforts that were required in the restructurpr@cess. The new institute "ZITI" was
established as a central institution of the Unitgeref Heidelberg. Its six member chairs are
assigned equally to the Department of Physics amstfoAomy and the Department of
Mathematics and Computer Science and have suctgssftegrated themselves into the
research landscape of Heidelberg. Meanwhile, anslevassistant professorship has been
established. At the same time, the institute waslued in implementing the Bologna process,
which implied termination of the existing Diplomaggram, an integration into an existing
Bachelor program and the formation of a new Magtegram. This newly established Master of
Computer Engineering is starting this winter ter@l1®212. Along with the restructuring, the
institute has established 9 research groups, wtochplement the research at the chairs and
strengthen the broadness and the depth of resaadckerve in interacting with activities outside
the institute. The research areas of the inst¢éatebe summarized as:

» Advanced Computer Architectures

» Application Specific Computing and Microchips
* High Performance Computing

* Process Control and Dependable Systems

* Next Generation Networks

* Particle an Photon Detection

With this report, ZITI is covering the period froB®08 to 2010. The research topics indicate a
clear tendency towards high performance in evenyeets of computing. The architectural
fraction deals with the utilization of an increagidegree of parallelism and all the challenges
involved there. In the network fraction, opticatwerks with terabit communication bandwidth
and microsecond latency are addressed. The uniguuren of computer engineers and
physicists is certainly helpful in order to put éblger this ambitious research program. We hope
that this report will find your interest and progidome insight into the structure and the aims of
this institute.

Karl-Heinz Brenner
Executive Director
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Short Description

The Institute for Computer Engineering (ZITl) deaties its research and teaching activities to
the understanding, the implementation and the opdion of highly performant systems in
information technology. With the integration intbet university of Heidelberg, having its
research focus on fundamental science, also memegltary aspects of Mathematics and
Physics are incorporated into the development wbwative and intelligent computer systems.
Another important research aspect is to apply newveldpments and methods emerging from
computer engineering to sensing and instrumentatigrhysics, astronomy, biology, medicine
and other natural and life sciences.

Three main features characterize the profile of motar engineering in Heidelberg: multi-
disciplinarity, application-orientation, and oriation towards future developments. Due to their
broad competences, our chairs are able to bringtheg their diverse knowledge and their
different methodological approaches in order tatjgidevelop integrated hardware and software
solutions. This synergistic combination disting@ishZITlI from classical departments of
computer science at many other universities. Thasgarch and teaching contents can be aligned
constantly with current, as well as with future uggments. From the beginning, ZITl has
always put an emphasis on market-oriented educéioour graduate students, thus enabling
them to meet their future responsibilities in inolysind in research.

The result is an innovative orientation towards reat and future developments, an
internationally leading position in several reska@reas, lively spin-off activities and an
academic education, tailored to meet market demands

Data 2008-2010

Professors 6

Secretaries 7

Technicians 2

PhD Candidates and Research Assistants 129

Projects 54

Funding (spent) 2008: 2.276.390 €

2009: 2.362.380 €
2010: 2.490.297 €

Partners 32

Publications 184




Patents 5

Colloquia and Conferences 8

Research Groups

With the new founding of the institute, ZITI hagaddished a number of research groups, which
enable an exchange between different disciplined provide young scientist with an
opportunity to enhance their scientific skills gmarsue their own research goals. Therefore, in
June 2010, the following research groups were fedriny advanced research assistants:

Advanced Computer Architecture

Application Specific Computer

Accelerated Scientific Computing

High Speed Short Range Interconnects

New Detectors for Scientific and Medical Applicais
Next Generation Network Interfaces

Process Control

Dependable Robotics

Virtual Patient Analysis

Research groups act independently under the uraleRITI. They can work interdisciplinarily
and foster cooperation between chairs. The resgaoelps are led by group speakers. They have
a sharing in ZITI resources.



Teaching

Apart from various lectures held in the Departmeh®hysics and Astronomy as well as the
Department of Mathematics and Computer Science] #h@inly provides lectures in two
programs: Applied Computer Science (B.Sc.) and GdergEngineering (Diploma). Moreover,
our new M.Sc. in Computer Engineering was prepared.

B.Sc. Applied Computer Science

The B.Sc. Applied Computer Science is hosted byDiygartment of Mathematics and Computer
Science and is mainly organized by the InstituteGomputer Science. It combines knowledge
from Mathematics, Computer Science, Computer Emging, Physics, and Electrical
Engineering. Students must complete 180 CP, uswallgin 6 semesters. In the program,
students can choose a major in Computer Engineesinigh includes

* Practical Course Measurement Techniques
* Physical Basics of Computer Engineering

» Signals and Systems

» Digital Circuitry

* Elective module

It is also possible to visit single courses withojoring in Computer Engineering.

Diploma Computer Engineering

Due to its history at the University of MannheinTElis also still involved in teaching activities
for the diploma program Computer Engineering in Ka@m. Students already enrolled in the
program before the transfer of the Institute to lthaversity of Heidelberg can complete their
studies on regular terms until 2012. Between 2088 2010, 67 students graduated from the
program. In the winter term 2011/12, 28 studentsewséll enrolled in the program.

M.Sc. Computer Engineering

Since its transfer to the University of Heidelbed),Tl has planned to establish a Master
program in Computer Engineering (M.Sc. Tl) as a keynponent to teach young academics
who can contribute to our research as Ph.D. catefidater on. These plans have been delayed
by political and organizational difficulties. Onkt the end of 2010, the final layout of the
program could be fixed, so that the Master cart stahe winter term 2011/12. It is hosted by
the Department of Physics and Astronomy, beingnglyo interconnected with the Natural
Sciences in the environment of Heidelberg Universithe nominal duration of the Master in
Computer Engineering is 4 semesters.



The M.Sc.Tl at Heidelberg University addresses gasels from B.Sc. programs in Computer
Science or Natural Sciences with a sufficient mno€Computer Science (>24 CP). According to
their personal interest, students can focus orobttee areas

* Hardware Design,
» Application Specific Computing,
» Photonic and Optical Signal Processing, or

* Intelligent Autonomous Systems.

Master Thesis

4. semester

Specialization | Specialization
3. semester glective compulsory
6 6
[ | [ |
Fr=e Cheoice |Fundamentals| Specialization | Specialization ..
. : Mobility
2. semester electiva compulsory glactive campulsory )
Window
6 6 6 6
[ | | | | | [ |
Free Cheice |Fundamentals|Fundamentals| Specialization
1. semester alective compulsory alective compulsory
6 6 6 6

15x2CP=30CP

The courses can be classified into four differgpes, marked in different colors:
* Fundamentals (orange, 3 modules),
« Soft skills (blue, 'UK', 2 modules),
* Free courses (yellow, 2 modules) and

» Specialization (green, 'Major', 5 modules)

In each type, a certain number of modules (or C& to be passed. Some modules are
compulsory and must be passed, while others aothadlemodules which can be chosen from
various options. Finally, some modules can be ahdssely. Modules in the specialization
usually belong to one of four fields of computegieeering (majors). The third semester, also
includes
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* aseminar (horal presentation of a specializedestp4 CP), and

* a student research project ('Projektpraktikum'Siudienarbeit’) in a research group,
which can also be used as a preparation for théemthesis (14 CP).

The master thesis with a final colloquium coveses complete fourth semester.

11



Research

Chairs and Research Groups

Chair for Automation

Chair for Computer Architecture
Chair for Circuit Design

Chair for Computer Science V
Chair for Optoelectronics

Chair for Computer Vision, Graphics and Patterndgedion

Research Group Advanced Computer Architecture

Research Group Application Specific Computer

Research Group Accelerated Scientific Computing

Research Group High Speed Short Range Interconnects
Research Group New Detectors for Scientific and ibdd\pplications
Research Group Next Generation Network Interfaces

Research Group Process Control (ProCon)

Research Group Dependable Robotics (DeBot)

Research Group Virtual Patient Analysis (ViPA)

12



Chair for Automation

Prof. Dr. Essameddin Badreddin

CYCLOBOT

Efficient COMponent based develOpment of Dependabmeputing Systems (ECOMODIS)
Control of the surgical robot “Intelligent Tool Da”

Optimal Engineering Design for Dependable Water &c@eneration in Remote Areas Using
Renewable Energies and Intelligent Automation (ORENN)

Human Sitting Posture Exposed to Horizontal Pegtioln and Implications to Robotic
Wheelchairs

13



CYCLOBOT

A. Wagner, PP. Pott, E. Badreddin

The aim of the CYCLOBOT project is to construct a A connecting element is attached to the tdigk
bone fixed machine for working out cavities in bsne systems by homokinetic joints. One of these jolrds a
Fig.1. For this purpose a robot with small dimensiyet prismatic inner geometryso that rotation can
with a sufficiently large workspace is desirable. transferred while the other joint is provided wahlea
screw to move the connecting element in its axis.

Cascaded approach for velocity and pose control

In CYCLOBOT a cascaded modeksed contr
approach for velocity and pose control for éDGF
functional EPIZACTORprototype has been develo
(Fig.3) [2]. Experimental results for different 1
trajectories have shown that the robot can reafficient
static and dymaic position accuracy according to
Fig. 1: a) Milling of cavities into bone b) Proposed robot  requirement of complex task in orthopedic surgdityis

design makes the device attractive for the milling cavwitigitt
Jound shape into bone. Arbitrary trajectories atgc
possible considering kinematics constraints.

One of the most important criterions for a roboti
instrument is the ratio of workspace and instaitapace,
which depends strongly on the chosen kinematic typ.
Serial kinematics (e.g. articulated arm robots)vigl® a
good ratio of workspace and installation space, drat
inherently hazardous as endeffector, segmentsiras jof
the robot can reach very high velocities and ingtedf or
patient. In contrast, parallel kinematics (e.g. ttexapod)
provide high stiffness, precision, and low velastibut a
very limited workspace compared to the size ofrtimt
Within the CYCLOBOT project, a novel type of hybrid
kinematics [1], the so-called Epizactor has beepgsed,
which promises an advantageous large workspacee whil
providing small dimensions of the robot itself agabd
mechanical properties (number of kinematic elements
weight, and dynamic behaviour). This novel kinemati
structure possesses six degrees of freedom (6 DIOF).
uses two disk systems with 3 DOF each. Each distery
constitutes a redundant serial 3-link planar maatpu.

Fig. 3: The cascaded EPIZACTOR-control structure congjstin

of the Axis-level motor velocity control (ALVC), thAxis-level

motor position control (ALPC) and the Robot-levekp control
homokinetic joint (RLPC)

with inside thread

system

Supported by: DFG-PROINNO I
Total Support Amount: 500.000 Euro.

system A

References:

[1] Pott PP, Schwarz MLR, Heute S, Weiser P, Wagn
Badreddin E, “Novel hybrid kinematics with sme
dimensions and large workspacemke medical robao
connecting convenient for orthopaedic surgery”. Proc. of ®&RS

element

W] Berlin, Germany, 2009.
[2] Pott PP, Wagner A, Badreddin E, Weiser HP, Scl
11'__‘:;]"-‘:_i_"°‘f~;_ij'i"‘ MLR, “Inverse Dynamic Model and a Contt
TCP=xmxy 0 PIAMANE Application of a Novel 6-DOF HybridKinematics

Manipulator”, J Intell Robot Syst, ISSN 0921-022610.
Fig. 2: System A and B and the connecting element that is
mounted in two homokinetic joints.
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Efficient COMponent-based develOpment
of Dependable computing Systems (ECOMODIS)

A. Wagner, L. Zouaghi, Y. Luo, M. Jipp, E. Badrentq

In the framework of the ECOMODIS project, a seamles |ne estimated behaviour and the extemally visible
component-based design methodology and tools fgiehaviour of the component are compared to eadr oth

dependable systems have been developed and immdnerp_rder to detect dt_eviations. The approach has hmwied for
on a demonstration platform "The Intelligent Whbaic" different abstraction levels according to the RN&ficture

(fig.1). (fig.3) to built a hierarchical monitoring [2]. The
developed approach is based on the hybrid modetiing
systems using particle Petri nets. A tool has been
developed based on a Petri net simulator to motiiter
behaviour of components online.

Fig.1: Demonstration platform for ECOMODIS-methodologies

Generic System Architecture

Within the scope of ECOMODIS, a generic hierarchica
system architecture for complex dependable systemss
been proposed. Using case studies it was shownaiow
hierarchical architecture and description methods f
hardware, software and human-computer interactamm c
be integrated in the component-based design. Fig. 3: Generic system architecture enhanced for hiereathi

system monitoring and reconfiguration.

Integrated dependability model

In ECOMODIS an integrated dependability model which )
includes system, hardware, software, and humareprep Dependable Human-Technology-Interaction
on a behavioural view has been developed. The gedpo 1he human operator is a critical factor in relattorthe
dependability measure results in a single numbeighwcan ~ failure of the entire system. In order to ensurpedelable
be used to compare the dependability of differgstesns OPeration, the technical system and the user mast b
against each other. The overall dependability nurtfige?) ~ @dapted to each other as symmetrically as possible
results from various terms, which define the mahyinvhich ~ considering the individual users. In order to aehisuch a
the system behaviour deviates from the desiredioniss Matching between the characteristics of the user tha
trajectory and the given safety boundary [1]. Thdature of the technical system, a method basedagestan
dependability model and the method of measuring thidetworks by which a technical system can assessstes
dependability has been integrated into the systesign dependability-relevant characteristics was devel¢gp
methodology resulting in the proposed generic Byste

architecture and the seamless component model.
w E ]
4 S O
I‘giz (r)ydr Supported by: Ministry for Science; HIECOMODIS
P =1z OI_ZJPK_ Research and Art, Baden-Wirttemberg
2 WrLf -gg(t) i Coordinator: Automation Lab. Heidelberg Univ.
i 1 £ (1) Total Support Amount: 1.2 Mio. Euro
" Ept)
o E= i i i i .
5 ) PR 60 e t References: _ _
[1] Wagner, A., C. Atkinson and E. Badreddin, “Todsa
Fig.2: Dependability Measure Practical, Unified Dependability Measure for Dynami
Systems. Proceedings of International Workshop han t
. . L Design of Dependable Critical Systems, Sept. 15thieg,
Hierarchical system monitoring and 5509
reconfiguration [2] Zouaghi L, Wagner A, Badreddin E. Hybrid, Resive,

Monitoring is an important method of assessing antlested Monitoring of Control Systems Using Petrtd\end
assuring the dependability of the system and ssieisis. Particle Filters, Workshop on proactive failure idaace,
The objective of such component is to observe étatiour  recovery and maintenance (PFARM), Chicago, USAD201
of a system component while it is running. In ECAMS, a  [3] Jipp M., Wagner A. and Badreddin E. “Individadility-
monitoring component has been realized, which astisthe based system design of dependable human-technology
behaviour of a subsystem using its inputs and taifignals interaction”. In Proceedings of the 17th IFAC Vdorl
and a state observer based on the behaviouralisgtsmn. Congress (IFAC'08). Elsevier Ltd., 14779-14784
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Control of the surgical robot ,Intelligent Tool Dri ve*

A. Wagner, A. El Shenawy, P. Pott, E. Badreddin

Today’s medical robotics focuses on new small
devices, which facilitate the surgical intervengon

the operation theatre through its easy-to-use
functionality.

The goal of the project ,Intelligent Tool Drive” ie
develop a handheld surgical robot, which combines
the advantages of computer aided navigation and
automatic orthopaedic bone treatment [1]. The
surgical process is controlled by the operatorafor
high working precision using optical positioning
and dynamic robot control methods, while the
operator has the possibility to change or to intgrr
the surgical task safely in case of unpredicted
events.

The project was performed in cooperation with the
Chair of Application Specific Computing
(subproject Pro INNO Moscot) as well as with
partners from the Clinical Medicine Mannheim and
from Industry.

Development of a real-time control unit

Within the project the Automation Laboratory
developed a real-time control system and integrated
sensors, actuators and processing units. The bveral
system (fig. 1) is decomposed into the robot
mechanical device, tracking system MOSCOT, and
real-time host-target control components. Using a
model-based control approach [2], the tool platform
is stabilized against a moving patient, while the
robot tool was compensated for disturbances
induced by the operator at the robot base. The
control algorithm has a cascades structure, which
combines a local actuator level velocity and positi
control with a global position control and
disturbance cancelation algorithm. While the
feedback control loop stabilizes the tool agaihst t
robot base in 6 DOF (Degrees-Of-Freedom) using a
kinematic description of the robot, the global coht

is enhanced by a dynamic robot model to describe
the tool motion and to suppress disturbances [3].

Fig. 1: Integrated ITD_V0.2-System consisting of the
handheld robot mechanical device (red arrow), track
system MOSCOT (yellow arrow) and control PC
(Notebook displays control console). The real-tooatrol
rack is not shown in the figure.

Stabilization of Position Control System

The capabilities for position stabilization are
demonstrated in fig. 2. Here, the robot was carried
by a test person. While the robot is moved up @ig.
a) and down (fig. 2 b) the controller stabilizes th
tool in the free space. Thus the position of tha to
keeps constant with a small error relatively to the
rectangle patterned background.

Base

I ) L a) Tool b)

Fig. 2: Stabilization of the tool in direction of the z-axi

a) Tool is in the centre of the robot workspace.

b) The robot is moved up, while the tool keeps
its position relatively to the rectanglterned
background. The tool moves to the lower edge
of the robot workspace (relatively to theabbase).

Additionally, the system was tested for dynamic
properties using a mechanical disturbance generator
and under handheld conditions. The measurement
results reveal the system overall functionalityjlerh
there is still a high potential for accuracy and
dynamics improvements.

Supported  by:  AlF/Bundesministerium  flr
Wirtschaft und Technologie Total Support Amount:
400.000 Euro

References:

[1] M. L. Schwarz, A. Wagner , A. EI-Shenawy, R.
Gundling, A. Koepfle, H. Handel, E. Badreddin, R.
Manner, H.-P. Scharf, M. Gotz, M. Schill, P. P.tPot
, “A Handheld Robot for Orthopedic Surgery —
ITD”, Med. Phys. World Congre$¢2009).

[2] Achim Wagner, Matthias Nubel, Essameddin
Badreddin, Peter Pott, Markus L. R. Schwarz,
"Disturbance feed forward control of a handheld
parallel robot” ICINCO-RA(1), 2007: 44-51.

[3] Pott PP., Wagner A., Badreddin E., Weiser HP.,
Schwarz M, “Inverse Dynamic Model and a Control
Application of a Novel 6-DOF Hybrid Kinematics

Manipulator. In: Journal of Intelligent & Robotic

Systems ISSN 0921-0296 [Artikel] , (2010)
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Optimal Engineering Design for Dependable Water Poer
Generation in Remote Areas Using Renewable Energiasd
Intelligent Automation (OPEN-GAIN)

A. Kandil, A. Gambier, E. Badreddin

The use of reverse osmosis (RO) plants for water To design a dependable system, a model-based fault
desalination is becoming more popular especially itolerant control strategy was utilized. The intdigma of
remote arid areas, where grid electricity might besuch strategy on the supervisor level allows tratpto
unavailable. In this case hybrid energy sourceshsas keep produce water when subject to faults [2]. The
wind and solar energy, are used to generate theseay supervisor includes a diagnosis unit, which is oesjble
electricity for running the RO-plant and for domestse.  for the detection and identification of faults, ard

The design and running of such a system specidyines recovery unit that adjusts the control to the faaitstem.

a careful overall-system engineering [1]. Thus, rti@n goal )
of the project OPEN-GAIN is to develop a new model- ‘-{.(
based optimal system design approach to economicall g
improve the overall performance and dependabifitgoa

generating water-electricity plants powered by veatde

energy sources for remote arid areas using a leigl bf

automation and to meet specific cost requirements.

+
EEEE = 25,
i n S LA
R SMC 50003 ShyRaRm Fig. 2: Wind turbine (left) and photovoltaic modules (right
~ | site
e ifl "
i o The developed methods within the framework of the
WnaTupne  WE0000c: European project OPEN-GAIN were implemented and
- l:' demonstrated on a plant, which was built in the
—_ll_— ;—‘1’ m e = Mediterranean city of Burj-Cedria in Tunisia (f). The
1 prototype plant will be used for posterior reseasid
Sl 5048x3 Sl 50483 N .
A % teaching purposes and will serve as an exampleniow-

how transfer to the industry as well.

mode

A
.y Dump

Supported by: EU (INCO-CT-2006-0325%!=%%_Q
Fig. 1: Hybrid energy system architecture. Total Support Amount: 1.3 Mio. Euro i
WWw.open-gain.org
To achieve this goal a design support tool wa&oordinator: Automation Lab., Heidelberg University
developed to help engineers by optimal sizing afous
plant components during the design phase, suchires w
turbine, photovoltaic modules, diesel generatotieb@s References:
and inverters (fig. 1). A multi-criteria optimizati [1] Kandil, A; Gambier, A.; Badreddin, E.: “Optimal
algorithm is implemented to adequately size theaesys Design for Water and Power Co-Generation in Remote
components under the given site and market comditio Areas Using Renewable Energy Sources and Intetligen
which enables the reduction of developing costs. Automation,” Proceeding of the 22nd European Madgli
Dynamical mathematical models of the different plan& Simulation Symposium, Fes, Morocco, Oct. 2010.
components are necessary to simulate and testatiffe [2] Gambier, A.; Miksch, T.; Badreddin, E.: “Fault-
plant configurations, as well as control strategi€se tolerant supervisory control of a reverse osmosis
models are developed and provided as a library afesalination plant powered by renewable energies,”
components OSMOSIS that runs under the simulatioRroceeding of the 22nd European Modeling and
software package EcosimPro. Simulation Symposium (Simulation in Industry), Fes,
Morocco, Oct. 2010.
Due to the strongly varying renewable energy supply
an energy management system (EMS) is integrated to
decide in an optimal way, how the different energy
sources have to be combined according to fore@astin
information of weather and
demand of both energy and water, and the current
conditions of subcomponents and loads. The EMS can
also maximize the power utilization from renewable
energy sources.
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Human Sitting Posture Exposed to Horizontal

Perturbation and Implications to Robotic Wheelchairs

K. A. Tahboub, E. Badreddin

In this project the human sitting posture when
exposed to horizontal seat perturbations is andlyse
and modelled. The aims of this study are to
investigate the implications of such vibrations to
robotic wheelchairs and to make suggestions to
enhance user's comfort and safety.

Fig. 1: Schematic diagram of a seated human

As shown in Fig. 1, the trunk, which is
represented as an inverted pendulum, is inherently
unstable causing a major problem for people with
spinal cord injuries. Thus, trunk muscles must play
a major role in maintaining upright sitting posture
when disturbed by seat motion. The complexity of
the observed muscle activation pattern and its
independence of muscle stretch lead to the
suggestion that the responses are, in contrast to
reflexes, centrally generated [1]. Further the
importance of co-activation of antagonist muscées t
produce stability by increasing the stiffness af th
trunk is recognized. On the sensory side, it is
concluded that the vestibular system plays a minor
role compared to proprioception (rotation of pelvis
and hip movement) and cutaneous receptors that
measure the distribution of the pressure under
various parts of the buttock and thigh. Although
sitting seems to be easier than standing (due to
lower CG, larger base support, and less number of

joints), patients with stroke for exampdtll exhibit
some disability in trunk function and maintaining
sitting posture This disability is explained by bo
scheme missepresentation and loss of force in
trunk musculature.

In contrast to several published inert biomechanics
models for human seated posture which con
neither active nor reactive control through
muscles, the biomechanics model proposed ir
project (Fig. 1) incorporates a simplified ac
control law composed of an inner stabilizing |
and an extmal tracking loop. Simulation results
this biomechanics model come inline with publis
experimental results. Transmissibility function
seat vibration to the head, as shown in Fic
demonstrates a considerable magnification
transmitted vibratin at frequencies around the p
frequency of 3 Hz. Such a magnification is a so
of discomfort to the seated subject.

P
HWIRERN
1) N
] H
< £

Froqueny () | Frequercy (Hz)

Fig. 2: Apparent mass magnitude response and seat-head
transmissibility ratio of a body seated withoutaz b
support under vibration along the fore-aft direatio

For improving wheelchair user's accepta
comfort, and feeling of safety, it is proposed hig
work to limit the wheelchair acceleration in
frequency range where transmissibility is high.s
implies applying a band-stop filter around théi3-
frequency.

References:

[1]Forssberg, F., Hirschfeld, H, “Postura
adjustments in sitting humans following exte
perturbations: muscle activity and kinemati
Experimental Brain Research, Vol. 97, pp. B&5-
1994.

[2]Tahboub, K. A., Badreddin E.Human Sittin
Posture Exposed to Horizontal Perturbation
Implications to Robotic Wheelchairdfiternatione
Conference  on Intelligent  Robotics
Applications, Aachen — Germany, 2011.
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Chair for Computer Architecture

Prof. Dr. Ulrich Bruning

Chair of Computer Architecture
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Chair of Computer Architecture

Prof. Ulrich Bruening and team
! University of Heidelberg, Germany

The ZITI chair for Computer Architecture at the
University of Heidelberg has the expertise to desig
complex hardware/software systems. As system aathit
we cover not only the operation principles but g the f"“
technology and the software to build real working
prototypes. The Computer Architecture Group (CAG)
holds a profound expert knowledge in the area sigie
space analysis, hardware design of processors and
devices, interconnection networks, and softwarevedri
development, especially for the construction ofgéar
computing clusters based on PC technology.

All levels of system design are covered, startihthe
application programming interface, e.g. the message
passing interface library (MPI), through the efHici
design of device drivers finishing at custom build
hardware devices based on standard cell ASIC and
FPGAs.

Goals of the applied research activities are toecav Fig. 1: EXTOLL Project presentation at the SC2010 in USA
broad range of methodologies for the design of detap
high performance systems with the possibility ttiroze The EXTOLL NIC in FPGA technology is comparable
every level and educate students on the variodsvadd to fast industrial ASIC designs from the perspectof
topics. latency.To improve the IN also on bandwidth we

The group mainly focuses on the design of parallaleveloped in cooperation with Samtec and the
architectures, which achieve their high performabge HyperTransport Consortium a high density board edge
improving communication between computationalconnector (HDI6) for up to 10Gbit/s per lane prongll2
devices/units. Scaling such systems is a greaterttgd to  bidirectional lanes with a total bandwidth of 240@h
the architecture of the interconnection networkg) ind  In 2010 we received a grant from the Federal Mipief
the network interface controllers (NIC). Speciakation Econimics and Technology (BMWi) in the EXIST
is paid on the interface between software and harelto  program to support the development of a prototyséesn
setup communication instructions. and the funding effort for a startup company [1hisT

interconnect technology has been selected as ameect

Beside a number of interesting industrial projetit® for a large research prototype at the Juelich
chair focuses its internal research on the questibn Supercomputing Center (JSC) to be build in 2012.
latency reduction in various application areas.

Interconnects and interconnect switches on the artw For a US startup company we have developed a low
side and host interfaces and device control ahtis¢ side latency high throughput solid state storage debiased
suffer significantly on designs which are not opitied for on FLASH chips. The design utilizes a low cost FPGA
latency reduction or latency hiding. The EXTOLL ject  from Lattice with an innovative internal architeeu

is an examples where a holistic optimization appmoa which is scalable due to its inherent interconmercti
leads to a very low latency and high performandeodk  network based on Serializer/Deserializer technology
interface controller (NIC), which was operational2009 (SERDES). The device prototype was completed bait th
and demonstrated at the 1ISC10 in Hamburg and at thpeoject has been terminated unexpectedly by thesimicl
largest supercomputer conference and exhibition0S&1 partner at the beginning of 2009 due to the finarisas.
New Orleans (US). Fig. 1 shows the CAG researdttbo Google Inc. donated a grant for further researclthia

at the SC10. area.
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In 2007, the HyperTransport Center of Excellenca wa The development of the tool is done as an opence
founded together with AMD and since then it is gped project on Source Forge. Fig. 2 shows the main ing
by the Computer Architecture Group. HyperTransporvindow d the FSMDesigner. Furthermore, tools
(HT) is the processor interface of AMD CPUs and ban scripts have been developed simplifying autor
used to interconnect CPUs in a coherent and noareah  generation of parametrized H®tructures, like a Regis
way. Using this interface reduces latency for CRIUU tFile generator, ohip Crossbars, FIFOs, etc. In addi
device communication significantly compared to deed  to the RFHDL code, SW drivers are genera
10-Busses. Therefore, the CAG developed their oWh Hautomatically to test the RF in PCle and HT devides
cores and could utilize this technology in somejguts  most of the projects, a common methodology for riay
with AMD and other industrial partners to build Hsed hardware to FPGAs and ASICs with the same sourde
devices. Together with Numascale, we integrated ia used.
coherent HT core into their communication devicd &n
turned out to be a success for scalable shared rgemo The CAG of the University of Heidelberg member ¢
interconnects. For Xilinx and Altera we have depeld the Cadence Academic Network and plays a majorin
various reference platforms with high performancehis network, as we are the "Lead University
FPGAs and HT interface. In February 2009, we hbkel t Functional Verification". The Cadence Acade
Second Symposium for HyperTransport™ Technology itNetwork is a university/industry collaboration toppor
combination with the International Workshop onand improve Universities activits in the design of anal
HyperTransport Research and Applications (WHTRA)JNd digital semiconductors.
with international participation.

We have established close collaborations with .

In order to design and develop such complex harelwaresearch groups, especially with Prof. Jose Duato the
components the CAG runs some internal developnients Universidad Politécnica de Valencia and with PRéghn
the area of EDA tools for closing specific desigmpgs  from the Technical University d@hemnitz. In the area
This is mainly done for productivity reasons and fochip design the CAG is working with Prof. Stefanimés
raising the level of abstraction in the design ghd&he fromthe RWTH Aachen.

FSMDesigner4 [2] for example, is used intensivelyhe
design of finite state machnies (FSM). It allowsghical
definitions of FSMs and after automatic checkingreferences:

optimized hardware description language (HDL) angq] zuwendungsbescheid vom 18.08.2010 der
verification code is generated. EXIST-Forschungstransfer: EXTOLL —Innovative
skalierbare Hochleistund@echnersystem
o Forderkennzeichen: 03EFT5BW24.

PLERS . R S SN e . [2] Frank Lemke, Mondrian Niissle, Ulrich Briini
] Experience with the FSMDesigner4 high level de
7 entry tool for design and verification in researahc

. oot g teaching,

CDNLive! EMEA 2009, Academic Track, May 180,
2009, Munich, Germany.

Fig. 2: FSMDesigner4 main working window
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Precise Time Synchronization and Customized
Interconnection Network for the CBM Project at Fair

F. Lemke, S. Schenk, U. Briining

The Compressed Baryonic Matter (CBM) experiment abne. Both DPB prototypes havfour connections to t
the Facility for Antiproton and lon Research (FAIR) front end for attachment of Readout Controllers (RO
GSI| Darmstadt needs a Data Acquisition (DAQ) systenusing the unified CBM protocol for synchronizatianc
The Computer Architecture Group’s (CAG) activitiesdata acquisition. The received data is combingd
within the CBM Collaboration focus on designs andsingle data stream within the DCBs and sent to BB
implementations concerning the DAQ system. FAIRplugged into a workstation running thetd collectio
works together with the GSI for constructing andmimg  software. During the complete test this rea
the planned FAIR facility. It will extend the exisg GSI demonstrator was used. Data acquisitionwéhout any
Linear Accelerator and the GSI Synchrotron. CBM, aproblemsand ECS emulation providing control and cl
one of the planned experiments, consists of sevalistribution was reliable. Network synchroniza
different detectors. Self-triggered front-end ealecic  worked delivering bit-clock synchronization witlt leas
modules are used to collect data from them. Thal fin 400 ps accuracy.
event selection will be done after event building &
processor farm. The data flow will be up to 1TBfdla
special mechanisms are required for synchronizatibn
the detectors. Radiation tolerance must be proviyetthe
frontend hardware (HW). The following paragrapheegi
an overview of our work.

The CAG research within the CBM project focuses on 5 :
two parts in the CBM network. Designing a CBM
protocol for the network and developing HW soludiaat
different hierarchy levels [1]. This CBM protocolust
efficiently support four features: clock distribmrii
support for time synchronization, control messages]
data streams. This is implemented with clock anth da
recovery (CDR) over optical links and the use ofe¢h
traffic classes. The traffic classes are Deterrtimis
Latency Messages (DLM), Data Transport Message‘%
(DTM) and Detector Control Messages (DCM) for
communication over unified optical bidirectionaiKs.

A variant of the planned CBM Network DAQ System i
presented in fig. 1. It consists of frontend elecic
boards (FEB) for detector readotnib ASICs for data
aggregation and speed conversi@pto converters to
extend the communication range using fiber optitza
processing boards (DPB) for further data aggregadiod
pre-processing, the detector and experiment control
system (DCS/ECS) for control and synchronizationj a ~ References: L
data sink within the compute cluster. [1] Lemke, F; Slogsnat, D.; Burkhardt, N.; Brunitg, A
Unified DAQ Interconnection Network with Precisenié
Synchronization”|EEE Transactions on Nuclear Science
FEE hub' 'opto’ B IABB res  (TNS), Journal Paper, VOL. 57, No. 2, April 2010.

[2] Lemke, F.;Schenk,S.;Bruening,U.; ,Experienced a
%} results using the CBMnet protocol including predise
bcs synchronization and clock distributiorDgutsche
I ’ I Physikalische Gesellschaft EBPG11),
|:|| - I Fruehjahrstagung, Muenster, Germany, March 21-25,

2011
Fig. 1:CBM Network Diagram.

Fig. 2: Beam Time Setup during Dec. 2010.

The concept of using the unified link providing Dk
r synchronization has shown its valuable improge:
for future detector system solutions and the CAd
Scontinue developing components concerning the
protocol and network.

Supported by: BMBF (06HD9117l), Cooperation \
GSl

For detector readout during beam times, a chain
consisting of previously developed prototypes wasited
[2]. This build-up used during tests in Decembet®@@s
presented in fig. 2. It shows two DPB prototypes
connected to an Active Buffer Board (ABB) that sshas
emulation for the ECS providing the clock and syste
synchronization with DLMs via the CBM protocol viens
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Cooperation Project between IAS at RWTH Aachen and
LSRA at ZITI to enable High Quality Mixed Signal Designs

F. Lemke, S. Schenk, R. Leys, U. Briining

In a collaboration project between the two Cadence A second joint project betweeRWTH and ZIT
Academic Network members, the IAS of RWTH Aachercontinued the productive collaboration amdeated
and the LSRA at ZITI of the University of Heidelgera second prototype. provides an improved version of
prototype design of a Radio Frequency Digital Agalo interface built as a generic digital building blockn

Converter (RF-DAC) based Multistandard TransmitteBB/10B encoder determines the word boundaries pisope

System for mobile communications was fabricatechin On-chip delay pathadjust the phase shift between cl
65nm standard CMOS technology [1]. During the ¢osat and data signals. A return channel analyzes dceivec
of this Mixed Signal Design IAS was leading thejpodb RF signals. In addition, a register file, generatsd ¢
and developed all analog blocks and integrated theregister file generatotool, was inserted into the desi

together with digital parts within their environnewhile
LSRA was bringing their experience in digital moaul
design into the project. The prototype [2] featuaeBLL-
less serial control interface using Current Modeito
(CML) signaling, transmitting inphase and quadrmatur
path along with word and bit clock. For testing tRE
integrated circuit, this interface was connected Wirtex

6 FPGA. The digital part of the interface and timalag
full custom design has been developed using thezd

tools Encounter and Virtuoso. Both parts can then b

unified within the tool chain and for verificatigurposes
mixed signal simulations have been conducted.

The system features a fully digital input and ag&R¥-
output. The RF-DAC consists of several parallelt uni
cells. Each unit cell contains a current source tha
controlled by a digital baseband signal and of &ching
guad, which translates the baseband signal to RieeS
the test data is generated using Xilinx transcsiweith
high data rate (2.5Gbps), a DDR connection was enos
for the control interface. The interface is showrfig. 3.
The FPGA serializers can be used with a data rate
of 2.88Gb/s in order to generate a double oversadnpl
data stream of 1.44Gb/s. Thus, the clock MGT cam th
provide a DDR clock with center aligned edges foe t
data sampling point, simplifying the receiving lo@in the
ASIC.

Design UoH Design RWTHA

FPGA VLSI-chip

TATA

MGTO

This tool was developed by the LSRA group

improves the register fildhandling during the desi
process. In addition, configuratiorgisters used with
the analog design part can easily be added toisteedjle
and rapid changes within the analog design imptbe
analog design process. Fig.2 shows a block diagfaime
second ASIC including the generic digital buildimigck.

t
¥
Tona

¥ bzl
B

Deserializer_wrapper i
_Wrapp | 1

BuTEr
= T

1] die g ‘7

Seriglizer_wrapper

sample
Bufker

Fig. 2: Block Diagram of second ASIC prototype.

Supported by Cadence Academic Network;
Cooperation with Lehrstuhl far Integrie
Analogschaltungen, Institut fir HalbleitertechniRWTF
Aachen

I ReDATA — T2 f

THCLK

TAWCLK

RefCLK

Fig. 1: Block Diagram of the DDR SERDES Interface.

References:

[1] Mohr, B.; Zimmermann, N.; Thiel, B.; Zhang,;
Negra, R.; Heinen, S.; ,RBAC Based Multimod¢
Multistrand Transmitter for Wireless Communicatic
Activity Report 2010, Europractice IC Service, 2011

[2] Mohr, B.; Zimmermann, N Wang, Y.; Thiel, B
Negra, R.; Heinen, S.; Lemke, F.; Schenk, S.; L&
Bruning, U.; Implementation of an RBPAC basel
Multistandard Transmitter System, CDNLIVE! 20
Academic Track, Munich, Germany, May 3-5th, 2011.
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High Frequency Trading Acceleration using FPGAs

Heiner Litz, Christian Leber, Benjamin Geib

High Frequency Trading (HFT) has received a lot of
attention over the past years and has become an
increasingly important element of financial markefae
term HFT describes a set of techniques within ededt
trading of stocks and derivatives, where a largaber of
orders are injected into the market at sub-milliset
round-trip execution times. High frequency tradetifze
a number of different strategies, including ligtyei
providing strategies, statistical arbitrage streggand
liquidity detection strategies. All strategies haue
common that they require absolute lowest round-trip
latencies as only the fastest HFT firm will be abbe
benefit from an existing opportunity.

Electronic trading of stocks is conducted by segdin
orders in electronic form to a stock exchange.dmmon Figure 1: FPGA Accelerator Platform
systems the so-called market feeds which provide re
time information about stock prices are receivetlugual
network interface. Feed handlers transmit the datag ;
UDP and TCP/IP encapsulated in Ethernet packets. TH® Sponsoring company to perform more trades
feed itself is transmitted using the FAST protodolthe sucF:essfuIIy, which benefits the complete_ fln_anual
course of this research project the Computer Agchire  €nVironment as the company can thereby providedigu
Group of the University of Heidelberg has develoged © the market.
Field Programmable Gate Array (FPGA) based )
Accelerator for receiving, decoding and interprgtsuch Supported by: AMD (Research Grant 250.000 EUR)

market feeds [1].

The result of this research project is a significan
acceleration of the complete trading process. aléwvs

. . ) References:
A hardware design was developed in Register Transf?l] Christian Leber, Benjamin Geib, Heiner Litzigh

Level (RTL) code that is loaded on the FPGA, whicls Frequency Trading Acceleration using FPGA$PL
a direct 10 Gb Ethernet connection. The desigblis @0 2011, September 5-7, 2011, Chania, Greece.
decode Ethernet, UDP, and the FAST data streamTFAS

is a complex protocol that uses compression tocedie

data bandwidth and which is generally decoded @n th

host CPU. To accelerate FAST decoding a microcode

engine with a corresponding assembler tool has been

developed. The instructions to decode a partidek®T

data stream can be defined in a domain specifienaisier

language. This language is then translated int@rpin

form through the assembler tool. Subsequentlybthary

code is loaded into the microcode engine to enable

decoding of incoming packets. The decoded datahesm

be interpreted to perform trading decisions, foaragle

whether to buy or sell a stock. Orders, which dao he

offloaded to the trading accelerator, are thenstrdtted

via TCP/IP to the stock exchange. # platform for the

trading engine, our in-house developed HTX board is

used, which is shown in Figure 1.
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Scalable Interface for High Performance Computing

Heiner Litz, Benjamin Kalisch, Niels Burkhardt, Abeander Giese

§§ Second, a Field Programmable Gate Array (FPGA)dase
é& %S prototype, seen Figure 2 has been developed [Bktahe
@ un design a real system. Therefore, the complete raelw

microsystems design has been loaded onto the FPGA which has been

pan plugged into an AMD based server. A linux kerneer

et has been developed to operate the card and toystens
: level tests.

Current High Performance Computing (HPC) systems
are built from hundreds of thousands of computeesod
and feature several million compute engines. Tlese
called compute clusters are composed of off-théfshe
components including a large number of x86 proassso
from Intel or AMD. The major challenge of buildittPC
clusters is to interconnect the large number ofmmments
in an efficient way. Therefore, SUN Microsystem in
collaboration with the Computer Architecture Groap
the University of Heidelberg has developed the &lal Figure 2: FPGA based Prototype
Interface (SIF) Architecture. The SIF representsoael ]
and extremely fast network interface that enables tSUPported by: SUN Microsystems (Grant 360.000 EUR)

connect a large number of compute nodes into aerlus

Major features of the SIF are the lowest latency fo
message transactions, very high bandwidth andlstigla References:
to multiple thousands of nodes. These goals ariewmth [1] Benjamin Kalisch, Alexander Giese, Heiner Litz,
through a tightly coupled architecture between th&lrich Brining: 'HyperTransport 3 Core: A Next
processors and the network, leveraging AMDs cacheeneration Host Interface with Extremely High
coherent HyperTransport (HT) host interface. lpal Bandwidth’, First  International ~ Workshop  on
attaching the SIF directly to the processor instgausing HyperTransport Research and Applications (WHTRA),
PCle as the host interface. February 12th, Mannheim, Germany.

[2] Heiner Litz, Holger Froning, Maximilian Thirmer

In the course of the project, the SIF architecwses Ulrich Brining: 'An FPGA based Verification Platform
defined and a HyperTransport interface has bee@®r HyperTransport 3.x19th International Conference on
developed [1]. The work includes the specificationField Programmable Logic and Applications (FPL 2009
implementation as well as the verification of theAugust 31l - September 2, 2009, Prag, Czech Republic
developed components.

Verification of the design was conducted using two
different approaches. First, a System Verilog based
Verification suite which is shown in Figure 1 haseh
developed, to simulate the HyperTransport core
comprehensively.

1
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" Interface
Driver e 2 aagisy
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‘ Sequencer }—- im e I e
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T

Figure 1: HT Verification Environment
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HyperTransport Center of Excellence

Ulrich Briining, Heiner Litz, Christian Leber, Benjanin Geib, Alexander Giese,
Benjamin Kalisch, Holger Froning, Mondrian NUsslerrank Lemke, Niels
Burkhardt, Sven Kapferer, Sven Schenk
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The Computer Architecture Group of the
University of Heidelberg has established the
HyperTransport Center of Excellence (HTCE)
which is funded by AMD. The HTCE aims to
promote the HyperTransport (HT) technology and
to provide an HT ecosystem for industry and
academia. The ecosystem components that have
been developed in the course of this work include
HyperTransport IP cores, Verification
environments, HyperTransport Extension
prototyping devices, frameworks, documentation
and & party customer support. In the following
some of the projects which are part of the HTCE
initiative will be presented.

HyperTransport 1.x Core [1]: The HT 1.x core,
shown in

Figure 1 represents a fully compliant
HyperTransport 2.0 IP core. It is provided in
synthesizable hardware description language and
can be mapped to different Field Programmable
Gate Array (FPGA) and Application Specific
Integrated Circuits (ASIC). The HT core represents
a host interface component that provides
significantly reduced latency and increased

bandwidth compared to PCle.

Sanalzer

o,

Figure 1: HyperTransport 1 Core

HyperTransport 3.x Core: The HT 3.x ct
represents a fully compliant HyperTransport 3.(
core. It is provided in synthesizable hardw
description language and can be mapped to diffi
FPGA and ASIC platforms. The HT 3.x core |
been utilized in numerous projects including £
Microsystems’s SIF project and AMD’s Deb
Tool and Engineering project.

HyperTransport Extension (HTX) boards [2]:
a FPGA based test and prototyping platform, F
boards have been developed which represer
excellent target for the HyperTransport cores.
operate HTX boards in systems, Linux drivers
well as software libraries have been developed.

Figure 2: HTX Prototyping Board

As a result, the developed HyperTransj
components have stimulated a number of rel
research projects in collaboration with universi
and several commercial industry projects.

Supported by: AMD (Grant 200.000 USD)

References:

[1] David Slogsnat, Alexander Giese and Ulr
Bruening: ‘A versatile, low latency HyperTransps
core”, Fifteenth ACM/SIGDA Internatione
Symposium on Field-Programmab@ate Arrays
Monterey, California, February 2007.

[2] Holger Froning, Mondrian Nussle, Da\
Slogsnat, Heiner Litz, Ulrich Brining:The HTX-
Board: A Rapid Prototyping Station"3rd annua
FPGAworld Conference, &. 16, 2006, Stockholn
Sweden.
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Cadence Academic Network

S. Kapferer, U. Brining

With the beginning of 2011, the Cadence Acad

- - Network started to provide its technical informativiz

[ a d E n { E‘ the LinkedIn network. It offers advanced possitsitit tc

receive tailored information and also a platfornr

discussions wittfellow researchers as well as Cade

employees. The “Cadence Academic Network” grou

The Cadence Academic Network [1] was founded icts as the main portal, whereas several subgsigbsa

2007 by Cadence Design Systems, a global vendor @fgyanced Verification Methodology” provide a platfr

EDA software. The goal of the initiative is to dsltsh a  for special interests in a particular technicaldieThe

network among European universities together Witlyroups are moderated by the lead institutions @
field of analog and digital design. As one of threqnformation and discussions.

founding member universities the University ofThe main Linkedin group is already followed by m

Heidelberg, in particular the Chair of Computerthan 360 members, not only from European academ

of advanced SoC (System-on-Chip) verification.
The Cadence Academic Network also was the s
Since then the network has grown considerably angy a successful collaboration of the Comp
currently consists of 11 lead institutions coverieight  Architecture Group with another network mem
methodologies ranging from Advanced Verification,RwTH Aachen University, for a joint project to coimé
Analog-Mixed Signal, and Digital Design to PCB Co-gyr expertise in dital design and verification wi

Design, thus incorporating the whole range of desigd  Aachen’s knowledge in analog design at small tefrigy
implementation of microelectronic circuits. Furtmere pgodes.

the network includes more than 20 contributor ursities

and research institutes from all over Europe. Cadence and the Cadence logo are registered trades

- ) ] of Cadence Design Systems, Inc.
The ability to access leading-edge methodologies fr

industry allows the integration of teaching mateiio
lectures that benefit students with a state-of-tré
education as well as industry because their futurﬁ .

; . . - References:
employees are already equipped with practical sskill
acquired in their studies.

[1] http://www.cadence.com/support/Pages/
academic_network.aspx

. i i 2aid=
Since 2008 the Cadence Academic Network is aIsL)z] hitp-/jwww.linkedin.com/groups2gid=2839375

visible at the annual CDNLive! EMEA conference.
special academic track at the conference allows
universities to present their academic work oricuta to
academic peers and attendees from industry. Thk isa
fully integrated into the conference and the acegpt
submissions are visible to all visitors in the @mshce
guide. Interest in the academic track has also grow
considerably in the last years, reaching its pdakhia
year's conference with 1. individuals attending a session

in the track (a 50% increase since 2010), out efeh76
were coming from industry.

Over the last years researchers from the Computer
Architecture Group held several invited talks datgi
research projects at the group and education at the
University of Heidelberg. Other talks at the coefeze
promoted open source EDA tools (FSM Designer) and
verification environments(e.g. for the HyperTransport
ecosystem) that were developed internally and reee to

use for other universities.
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Chair for Circuit Design

Prof. Dr. Peter Fischer

The SPADIC Amplifier / Digitizer ASIC for the TRDf&CBM
Pixel Readout ASIC for the DSSC detector at XFEL

The XNAP Fast 2D X-Ray Photon Detector
Simultaneous PET / MRI Imaging

The Pixel Vertex Detector of the Belle 1l Experimien
Compact Microscopy Unit for Cell Biology

School and Outreach Projects

Development of Single Chip Bump / Flip Chip Teclompés
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The SPADIC Amplifier / Digitizer ASIC for the TRD of
CBM

T. Armbruster, M. Krieger, I. Peric, P. Fischer

The FAIR facility (Facility for Antiproton and lon
Research) which is being constructed at the GSI

Each SPADIC channel will contain a low power,

inoise charge amplifier with a pulse shaper (80080@s

Darmstadt will deliver very intense proton and lwams to 30 pF, 3.8 mW)a compact low power 8 Bit ADC (ENOE

study, among many other physics goals, nuclearematt
very high temperature and density. The CBM expenmir
(Compressed Baryonic Matter) will

7.5Bit @ 24 MSpS, 4.5 mWyand an Infinite Impuls
Response (IIR) figr to digitally process the signal furtt

be searching forA hit detection logic cuts out relevant pulse segiadron

evidence of the Quark-Gluon-Plasma and will stubllg t the continuous data stream and stores them in @ FdF

phase transitions and the density of state.

Fig. 1: Planned CBM Experiment at FAIR / GSI. The TRD
detectors are the green circular structures ircéngre.

The CBM collaboration, composed of about 50 ingy
is developing the fixed target detector sketchedignl to
reach the various physics goals. Several differsuib-
detectors will be used to measure particle tradkd ®

identify their type, energy and momentum with high

precision. One component is a large Transition &tat
Detectors (TRD) which can localize particle tracésd
distinguish between different particle types (eleas,
pions). The TRD is composed of a ‘radiator’ struetwhere
a traversing high energetic particle generatesrat lmf X-

ray photons and a gas filled gap where the X-ratqtis are
absorbed again. The absorption process generages
electrons which drift to the backside where theg ar

amplified in high electric fields. The generateduge cloud
finally induces electrical signals on pad electodédth a
size of some cfn

hits to and from neighbors

T '
m data selector homn
b B ring
charge o = meta daus
pulse

Fig. 2: Main SPADIC Functionality.

The signals of 100.000-500.000 pad electrodes thestbe
amplified, digitized and processed with a speocagiinte-
grated circuit, the SPADIC (Self Triggered Pulse pAifir

cation and Digitization ASIC, fig. 2) which is fyllbeing
developed by our group.

F

serial readout through the CBM network.

Test circuits

Fig. 3: Layout of the SPADIC 0.3 ASIC.

A chip with the fully working frontend & ADC part hi
been designed and produced. The ASIC and a Sudis
USB readout board with associated data acquisi@riro
and online monitoring software has been made @lailt
the TRD groups for detector characterizatioihis
infrastructure has been successfully used in 8TRD tes
beam campaign at CERN. More than 12 setups wi
provided for the test beam in 2011.

The next generation of the chip will contain 32 rohel:

with the IIR filter, hit finding and an intpved fast digite
readout scheme.

Supported by: BMBF (06HD9120l)Cooperation: CB!
Collaboration

heferences:

[1] http://spadic.uni-hd.de
[2] A Self Triggered Amplifier/Digitizer Chip for BM, T.

Armbruster, P. Fischer, |. PériProc. ofthe TWEPP20(
conference

[3] SPADIC — A Selffriggered Pulse Amplification a
Digitization ASIC, T. Armbruste P. Fischer and I. Pei
NSS Conference Record, 2010 IEEE, Knoxville, L
November 2010
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Pixel Readout ASIC for the DSSC detector at XFEL

F. Erdinger, J. Soldat, P. Fischer

Synchrotron X-ray sources are popular and valuableeen designed and prototyped in the first projéeisp o
facilities for material studies and fundamentalesgsh. A several test chips in the 18@n technology used. As
next big step in intensity and brilliance will beade by the example, fig2 shows the retention times obtained
XFEL free electron laser which is being constructstd various DRAMs as a function of the bit location.

DESY in Hamburg. In order to exploit the unprecedddn  ~stom made setups have been develdpecharacteri:
possibilities of the machine, the XFEL GmbH is finglthe  he test chips and arrays in details, to studyetffects o
development of advanced 2D detector arrays whigh cgemperature and radiation, and to connect DEPFESase
image photons of only a few keV energies with ~l00 The |atest setup allows for fast cycling of the
spatial resolution at an image frame rate of up.$oMHz. voltages of the ASIC which will be powered only itigrthe
One such innovative system will be the 1024 x 104l  shot active burst phases to save power. This is redua
DSSC (DEPFET Sensor with Signal Compression) datectthe whole detector system will be located in vacusumt
which consists of silicon sensors with intrinsicnticear that cooling away the dissipated power is difficult

amplification bump bonded to large (~1.3x LEEM  The matrix ASIC in fig3 has successfully been use

specialized pixel ASICs with 4096 channels eacherfv cparacterize the filter and the ADC and to meastHiay
channel of this chip contains an analogue interfacéhe spectra with DEPFETS.

sensor, a low noise filtering amplifier, an 8 Biingle slope)
ADC and a local static memory to store the ampétudlues
during the photon burst of ~1 ms duration. The daten
read out in the XFEL cool-down period of 99 ms,drefthe
next burst arrives.

Fig. 3: First DSSC Matrix ASIC with 8 x 8 pixels

Supported by: XFEL GmbHCooperation: MPI HLI
Munich, DESY, Universities Milano, Bergamo & Siegen

Fig. 1: Layout of one pixel of the DSSC ASIC.

Our group is coordinating the ASIC development, iSReferences (for instance):

responsible for the digital local storage & contaod, most [1] Compact Digital Memory Blocksor the DSSC Pix
importantly, for the interconnection and integratiof all ~R€adout ASIC, F. Erdinger, P. Fischer, Poster a2gi(
building blocks (several others being contributgdpboject 'EEE Nuclear Science Symposium

partners) to a compact pixel layout of 204 x 229 gize, as [2] Pixel Readout ASIC with pePixel Digitization an
shown in fig 1. We are further assembling largeeparrays Digital Storage for the DSSC Detector at XFEL, Fische
and design local and global circuitry for configima, et al., Talk at the 2010 IEEE Nuclear Science Syshpo
control and fast data readout.

Several different compact digital storage solutions
(DRAMs and SRAM with minimal control overhead) have

el clAILP CellNormal -

0 100 200 300 400 500

Fig. 2: Measured retention times (us) of three differemations
of dynamic RAM designs as a function of the bitipos.
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The XNAP Fast 2D X-Ray Photon Detector

Christophe Thil, Peter Fischer

Synchrotron light sources like the European Syntbro

Each pixel of the chip contains a fast transimpedanpu

Radiation Facility ESRF in Grenoble use their isen stage taamplify the weak APD signals, a discriminator v

focussed X-ray photon beams to generate diffracfiat
terns on crystallized samples or to study the ata@ompo-
sition by fluorescence techniques. Fluorescenceoplsacan
be distinguished from prompt (scattered) photonsthmy
arrival time differences at the detector, which gary from

programmable threshold to digitize the informatiamd
fast OR tree to flag the hit to an external Timedigital
converter on a shared output. The address of thgixal ic
read out after an event @rthe chip is then cleared ag
One hit requires a processing time of a fewng®nly. Ar

few nanoseconds to microsecond. At present, suchyX- alternative operation mode allows for counting tits ir

sensitive photon detectors with nanosecond
consist of very few (max. 10) individual pixels gnso that
scans over a larger acceptance are very time cangum

The XNAP project (Xray Nanosecond Array of Pixels)

has been initiated by the detector R&D group atBE&RF
with the goal to develop an array of 32 x 32 X-sapsitive
pixels with a time resolution in the ns range. Teeector is

based on thick, fully depleted APDs (provided by an
industry partner) and a readout ASIC developed um o

group.

Fig. 1: Dual sided assembly with an APA2 chip o tine side
(top) and an APD device on the bottom side (bottarhg assembly
has a size of only 4.2 x 6 m

The challenging micro-mechanical assembly consists

support board with a bump bonded sensor on oneaside
the bump bonded readout ASIC on the other side. IFig

shows both sides of a functional assembly with 4pisls
being read out by the second generation ASIC APz
final design will contain a much larger APD arraydafour
ASICs with 16 x 16 channels each, as shown in Eig.

resoluti every pixel during a programmable time interval andiead

time free readout of the values. Counter tenand thus tt
readout time can be varied over a wide range.
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Fig. 2: Micro Photograph of a bonded APA3 readoSt@&with
16 x 16 pixels on a die area of 5 x 5 fam

The chip uses a fairly uncommon differential logige ir
all permanently active parte prevent possible interferen
between the digital and the sensitive analoguéosect

Early prototype chips have been successfully tewtit
discrete APDs using™Fe X+ay sources. The secc
generation chip with 4 x 4 pixels is presently lgeursedfor
first matrix tests, and the available final APA3 heginc
characterized.

Supported by: ESRF and DES¥poperation: ESRF (
Fajardo), DESY (H. Graafsma), Excellitas

References:

[1] XNAP: a 2D Xvray detector for time resolv
synchrotron applicationsased on a monolithic APD Aurr:
P. Fajardo, R. Ruffer, H. Graafsma, H. DautetFiBchet
A.Q.R. Baron, Poster at theVienna Conference f
Instrumentation VCI12010
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Simultaneous PET / MRI Imaging

Michael Ritzert, Viacheslav Mlotok, Peter Fischer

Medical imaging techniques like CT (Computed Tomo-The Hyperimage PET insert is based on magnetid
graphy), MRI (Magnetic Resonance Imaging) or PETinsensiive Silicon Photomultipliers to detect scintillar

(Positron Emission Tomography) provide very diffare

types of information, like the tissue density, tgiesolved
morphological information, or functional informatipi.e.
the distribution of radioactive tracers in cancardges. A
hot topic in medical imaging research is to comldaeeral
such modalities, if possible in a single instruméas
compared to available consecutive image acquigition

The EU funded Hyperimage project is developingrausi
taneous PET / MRI system, in which the locatiorraafio-

active tracers is determined by the PET system thed

light from small LYSO crystals, read out by dedéx
PETA ASICs (Figl) which are developed entirely in
group. Each ASIC channel contains a fast hit deteciar
energy measurement and a time measurement wi
intrinsic resolution of <2@s. Very compact modules w
an active area of ~3 x 3 énhave 64 idividual sensc
elements. These MR compatible units, shown in Eig.
consist of three different high density PCBs whicéve
been designed in our group as well.

Arrays of small (2.6x2.6x10micrystals are moued ont

association to organs is made by the MRI image. Thie light sensitive top surface thfe modules. When they .

continuous stream of MRI information will furthetlaaw
compensating for unavoidable patient motion (bieath
heat beat) during the lengthy PET exposure timesewvéral
10 minutes, with significant improvement in imageafity.

Fig. 1: PETA ASIC bonded to readout board.

This innovative project has several scientific dadhnical
challenges. On the analysis side, the calculatfoattenua-
tion corrections from MRI information (to corredtet PET
image for absorbing bones, for instance) and thectien of
the motion and subsequent correction of the PE@ dag
two examples. On the hardware side, the PET scanust
be very compact to fit into the magnet bore, it tnugh-

stand the highly hostile environment in the MRIare hand
(static magnetic field, fast magnetic gradientghhpower
radio frequency waves) and its presence and oparatay
not degrade the MRI acquisition (distortion of thagnetic
field, RF interference), on the other hand.

Fig. 2: Hyperimage Detector stack with Silicon Rimotiltipliers,
ASICs and Control board.

illuminated with 511 keV gamma rays from positramihi-
lation, the light generated in one crystal is detgcby
several photo sensors. After signal processingsiteatur
of each crystal is unique, as shown in Fig. 3. Thihe firs
demonstration of a fully integrated MR compatibéadou
of PET crystal arrays.

Fig. 3: Reconstructed positions of 2.6 x2.6mm2teigs The
systematic distortions are corrected for in lateccpssing steps.

Many modules have been asserdbte a full PET rin
which is being very successfully operated in an
scanner. The system is presently being evaluate
preclinical studies by the Hyperimage partners.

Supported by EU FP7 under Grant Agreement No. 20165

References (for instance):
[1] Hyperimage Web site
[2) T. Solf et al.: Solid-state detector stack fooF

PET/MR, NSS/MIC Conference Record, 2009 |IEE®
2798-2799, oct 24-nov 1, 2009.
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The Pixel Vertex Detector of the Belle-1l Experimen

Jochen Knopf, Christian Kreidl, lvan Peric, Lukasa&tfelt, Peter Fischer

The Belle Experiment at the KeK Accelerator Ceritte

Japan has made significant contributions to B-Meson

physics, in particular to parity violation. The tofpeing still
very relevant for understanding the fundamentatderof
nature, Japan has decided to upgrade the KeK mathia
much higher luminosity (~x10), in order to prodsgnifi-
cantly more collisions for more detailed studieshwbetter

statistics. In order to cope with the resultingrenaus event

and data rates, and to provide state of the arsunements
of the collision products, the existing Belle deteowill be

upgraded within the next ~3 years. This Belle-ltedéor
(Fig. 1) will also contain a novel pixel detect®XD) in the
very central part of the experiment to improve theasur-

ment precision of the particle decay position.

Fig. 1: Artists view of the planned Belle-Il detectvith a total
height of ~5m. The PXD is the very innermost (nedit.

The challenging requirements for the PXD in ternfs o

radiation length (minimal amount of material in tharticle
flight path), speed, noise and radiation toleracg@enot be
satisfied with any available detector technologiie PXD
collaboration is therefore developing a novel typé
detectors based on amplifying silicon sensors (CEERF.

Fig. 2: PXD Design. The (gray) active module layeiibe
placed around the beam pipe (not shown) at radiBiZ2mm.

Silicon sensor modules of a size of ~1.2 x 18 evill be
arranged in two layers closely around the (vacubegm
pipe (Fig. 2). Each sensor has a thinned activa afenly
75 pum thickness and is subdivided into low nois@li#ying

unit pixel elements of ~50x50 |fraize. The pixels are con-

nected in a xy-pattern and are read out row-wisdiglh
speed.

DOBRERRUES

Fig. 3: DEPFET readout chip (bottom) flipped tdlacsn test
adapter. An additional buffer chip is used for sigouffering.

In order to control the rows (from the side) anddad oL
the pixels (at the ends), special chips are reduilées
chips are designed and characterized by our grobpy
will be flip chip mounted directly onto the silicaubstrat
to dbtain a very compact module design. As an exal
Fig.3 shows the test of the fast current digitizer A
‘DCDB'. The chip and an auxiliary buffer chip habeer
flipped to a silicon substrate in our interconnectiab.

Fig. 4: SwitcherB chip with special pad layout.

Fig.4 shows the SwitcherB chip which steers the rot
has a very particular shape and pad arrangemetibia for
a space saving integration onto the edge of thauteod
The PXD collaboration has carried out several sssfor
test bam campaigns with participation from our grc
Other contributions to the PXD project are the glesif the
interconnection network on the sensor and the develoj
and prototyping of the required bumping intercon
technology.

Supported by bmbf under contact number 05HO9VHS8
References (for instance):

[1] H. Kruger et al.: Fronend Electronics for DEPFE
Pixel Dekectors at SuperBelle (BELLE II), NIM A 61
Issues 1-3, 337-341 (2010)
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Compact Microscopy Unit for Cell Biology

Lars Lehmann, Jonas Mossler, Axel Ganter, Michaekhhold, Peter Fischer

One research field in system biology is the develept of optical properties of a prototype system for foumudtan
models for specific cell activities. A promisingpach to eous colours.
verify such modelsxperimentally is to deliberately change
the cellular conditions / environment, to measie ¢ffect
on cell behaviour and to compare the observatiomddel
predictions. One possibility to change the celltestis to ) i
hinder the expression of specific genes by a ‘kdowk’ :
procedure. Due to the high number of genes thidsieka a ., .. i
very large number of experiments which must be oreak  : . 1
li
i

s

and analyzed with sufficient speed. As specifi¢ aetivities

e b s Ny

are often studied by fluorescence imaging, the diemt

T
o

project has set up the goal to develop a fast Iparal ¥ ;
fluorescence microscopy system. P } { ;
LI |

After an initial study and speed enhancement ofom-c
mercial Olympus IX81 microscope, we have started to
develop a self contained compact microscopy unMg Fig. 2: Spectral transmission properties of therfisystem: The
with a 10x magnification and spectral separationfafr  excitation wavelengths (red, green, blue, pink)dearly separate
parallel channels using mostly commercial compasient from the emission windows.

Ll =S

;r.*:‘.

A further speedugan be obtained by operating several |
in parallel. In order to be &bto observe different locatic
of a larger sample, the lenses must be arrangee ttoeac
other. This is achieved by a compact arrangemeat! efle
ments, as shown in the demonstrator system3figehict
allows for lens abutting on 3 sides with a 4-5 dtalp

Fig. 1: Possible arrangement of object lens, bealittess, illumi-
nation, tubus lenses and (bottom, not shown) casrafra CMU.

Fig. 1 shows the implemented concept: Light fromrfidgght
sources with different narrow band wavelengths @upp
right) are merged by dichroic mirrors and injectetb the
object lens. This intense light excites fluoroplsoia the
sample (above the arrangement, not shown). Theteemit |, harallel to the optical and mechanical work, lexible
light is passing a central dichroic mirror, is treplit up into  ¢yfware package to acquire data of several camie
wavelength bands and focussed to CCD cameras faing parallé, to analyze data in a computing cloud, an
tubus lenses. provide real time feedback to the CMU is being digved.
The mixing of excitation wavelengths and subsequengupponed by BMBF in the framework of the Virogt
separation of emission wavelengths makes it pasdibl project

measure several (matched) fluorophores simultahecos . ) . .
that no time consu(ming filte)r changzs are requrréﬁsmwill Collaboratlor_1 with groups from Viroquant and theictor
lead to a significant speedup. Fig. 2 shows thesmed CPtoelectronics @ ZITI

Fig. 3: Demonstrator system of the CMU. (Arrangenudithe
various components is slightly different than ig.Fi.)
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School & Outreach Projects

Dominik Gross, Christian Kreidl, Peter Fischer

In order to increase the interest of pupils forhtecal
subjects, in particular for computer engineerihg ¢hair of
circuit design has carried out several hardwargept® in
cooperation with interested schools.

Groups of up to 10 pupils have worked during haéry
periods or in intense project weeks on the readinadf an
embedded hard/software project. Teams of 2-3 [ysatits
were responsible for individual sub-tasks, like P@&ign,
tests,

assembly, hardware
mathematical methods.

software development

Fig. 1: Discussing about thietelligent Diskdesign.

Two projects are described here: Tineelligent Diskis a
circular circuit board (PCB) which contains manyghii
emitting diodes (LED) at random positions (see Ejg.It

can be mounted on a horizontal axis to be rotated t
arbitrary angles. The disk contains a battery paak,

gravitational sensor, several simple micro processnd
LED drivers. The goal of the project was to desigunild
and operate the disk such that only the lower b&Ds are

on. A simple test board with the major components w

made available to the groups to get experiencetarsdart

software development. One team was responsiblehfer

physical disk design (Fig. 2), one for extractioh the
gravitational sensor information with one microcotier
and the data transfer to the second controlletiAd team
took care about the mathematics to retrieve thdeaingm
the acceleration components (given the limited enaudtical
possibilities of the 8 bit processors), and a foutdam
provided the software for the (multiplexed) LED tmh As
visible in Fig 1, the target goal was achieved.

Fig. 3: Assembling théntelligent Disk.

A secand project was the control of a Bluetooth rece
from a smart phone under the Android Operation e3y
Before starting work with pupils, a software franzel for
smart phone integration had been developed in lrdg
thesis [1]. During a project weelqis framework was us
to communicate to a slave Bluetooth receiver. Heeive
was integrated onto a simple vehicle made ou
fischertechnik parts (Fig. 3).

or dl

Fig. 3: This Vehicle made from fischertechnik pavtt be
controlled remotely from a smart phone.

The simple user interface on the smart phone @&jigoulc
finally be used to steer the ‘Androidmobil’ as dedi

Fig. 4: User interface to operate the ‘Androidmobil

Other related activities of the chair are regularkshops ¢
the annualGirl's day (‘Operation Laptop’), contributions
the BWINF competition, project proposals to the tde
series and contributions to the IT summerschookéAthl)
of a Microcontroller Board).

Cooperation: Carl Benz School, Mannheim and Pa
School, Herxheim

References:

[1] Diploma Thesis Dominik GrossHardwareansteueru
unter dem Betriebssystem Android via Bluetooth’
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Development of Single Chip Bump / Flip Chip Technalgies

Christian Kreidl, Peter Fischer

Many detector development projects (see this r¢peqtuire
a large number of electrical connections betweensgénsor
and the readout electronics. The most prominenieles
are pixel detectors with a 1:1 coupling betweenlisseasor

pixels (100x100 uf and below) and the readout ASIC

(XNAP, DSSC projects). In other applications, thesrall
mechanical size of the assembly leaves little ospace for
traditional wire bonds (Belle PXD, CBM MVD). Fingll
novel detector concepts (capacitive coupled deyidéddPS)
can benefit from dense interconnection methods.

A suited solution is the flip chip interconnectitechnique,
which is widely used in industry. Unfortunately,cass to
the technology can be difficult and available getiee may
be insufficient: The frequently used solder is Mydeposi-
ted on wafer scale processes, which are not stitethe
single chips available in R&D projects. The sitoatiis
slowly increasing (bumping is offered for an incieq
number of multi project runs), but still insufficie and
expensive. The bump pitches offered are often nuills

enough, so that very expensive and time consumi

agreements with specialized companies are requitad.is
often beyond the possibilities of a small R&D group

We have therefore acquired infrastructure and deeal the
technological steps for an in-house single chip pingn &

flipping technology based on gold studs and sobddls.

Fig. 1: Solder balls on top of gold studs usedraketbump
metallization.

The first step is to deposit a conducting metabok®ICs or

sensors. Because most chips have aluminized padst d

solder deposition is not possible, i.e. an undengpumetal
(UBM) is required. In this common case we use duitls
deposited with a standard gold ball wire bondehwitited

parameters and software. After flattening of theldgo

(‘coining’), small solder balls can be depositedthwia
dedicated machine. As an alternative, the goldstzdh be
used as such.

The second step is the flipping of the balled dtmecto a
substrate, which needs suited UBM as well. Thacisomp-
lished with specialized equipment, which allows &opre-
cise alignment of both parts. The contact is esthé&l by
thermo-compression (heat & force) or be reflow dsol
melting). Fig.2 shows as an example a cut of antbe

compressed gold stud assembly with a ball
~150 pm.

pitc

Fig. 2: Cut of a thermo compression assembly (galds only).

In many applications it is further required to @Easever:

n%ﬂps in close vicinity. We have therefore studied aligrn

ent limits and found that we can flip chips witlgap o
below 100 pm, as shown in Fig. 3. Large addima witr
more than 20 flipped (dummy) chips have been pyptx
in this way, in particular for the PXD project.
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Fig. 3: Test assembly of three (dummy) chips flipppéth
minimum spacing (<100 pm) to a test substrate .vigible pads
can be used to check the electrical integrity bé@hnections.

This work is supported by the Helmholtz Detectoliahice
(partial financing of the Solder Placer machine).
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Chair for Computer Science V

Prof. Dr. Reinhard Manner

Parallelization of the x264 encoder using OpenCL

A Echocardiographical Image Archiving and Repor8ygtem

Dependable Hardware Composition

XFEL DSSC DAQ — A Readout System for the DSSC DOeteaf the European XFEL
Fast Data-path over PCI-Express

DAQ and Readout and Subsystems for ATLAS

FPGA and embedded computing

Lossless JPEG Image decompression in GPUs

Compute Haralick Texture Futures on GPUs

Implementation of Smith-Waterman algorithm in Opéerf@ GPUs
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Parallelization of the x264 encoder using OpenCL

Erich Marth, Guillermo Marcuss
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Fig. 1 OpenCL powered modules of the x264 encoder pipeline

With the introduction of H.264, the complexity oid®o  step, the sub-sequential Motion Estimation,
encoders has increased dramatically. As hardwasedba Transformation and Quantization processes wereg oot
encoding solutions profit from the strict sequendiesign  OpenCL and merged into the pipeline as well.

and already feature real time capabilities for highwhile the Transformation was applied on blocks wixd
definition material, software solutions lack mogtthe size conforming to the H.264 specification, theafin
encoding performance. More precisely, the performaan Quantization process was implemented equally to the
of software encoders is limited due to the componiat variant used inside the original x264 encoder. Canexgb
power of encoding system as well as the high l®fel to the H.264 specification, the x264 encoder metpes
codec internal dependencies. As a consequencejaseft element-wise multiplication of the DCT with the
encoders supporting high definition needs are verg. Quantization step using an LUT based approach.

The increasing computation power of massive pdralle

architectures such as modern graphics deviceseasdd Considering the fact that only a fraction of thetio

to speed-up the encoding of H.264 video materiakstimation capabilities have been ported to Operié,
Compared to plain hardware solutions, graphics agevi OpenCL powered encoding is up to 55% faster than th
powered encoders have the advantage of much loweriginal Full Search based encoding of the unmedifi
initial costs and at the same time offer the flditibof = x264. While other GPU solutions claim up to 20x
boosting the performance with future device upgsadle speedup, independent tests against unmodified x264
addition, computers of today already include higtshows similar gains as our implementation for FDIH
performance graphics devices, which improve enapdinFurthermore, the current work is the first openrseu
times with nearly zero extra costs. working integration into the x264 encoder that dasalit
While other stand alone GPU accelerated encodinm profit from the computing power of high perfomca
solutions exist for H.264, this work shows the tfirs graphics devices.

working parallelization of the open source H.264ater
X264 using OpenCL.

o ) References:
Parallelization using OpenCL MARTH, E, AND MARCUS, G. Parallelization of the
In the beginning, the parallelization was targetiag x264 encoder using OpenCL. SIGGRAPH 2010 Posters.
straightforward OpenCL based motion estimation aith CHEN, W.-N., AND HANG, H.-M. 2008. H.264/avc
the actual integration into the encoding process. motion estimation implementation on compute unified
One straightforward approach was based upon the sutevice architecture (cuda). Tech. rep., NationahGh
optimal Three Step Search (TSS) algorithm. Thdung University.
implemented Assisted Three Step Search introducégROSS, J., 2008. GPU Accelerated Video Transcoding.
additional assistant points for more concurrenay. |Online Article, December. [online]
addition, a second algo- rithm was implementedivadr ~http://www.extremetech.com/article2/ 0, 2845, 23370
from the computationally intensive Exhaustive Skarc00.asp.
(ES) — Full Search — algorithm. The Exhaustive 8ear SCHWALB, M., EWERTH, R., AND FREISLEBEN, B.
Derivation (ESD) differs in using a reduced setafdi- 2009. Fast motion estimation on graphics hardwaire f
dates — only a fourth of the original set — examdgnéven h.264 video encoding. Trans. Multi. 11, 1, 1-10.
positioned translations only. SHIMPI, A. A., 2008. Badaboom: A Full Test of
After finishing the motion estimation, the OpenCLElemental's GPU Accelerated H.264 Transcoder. @nlin
powered computation was integrated into the engpdinArticle, August. [online]
flow of the x264 encoder by a plain serial desigrfavor  http: //www.anandtech.com/show/2586.
of higher encoding speeds, better device utiliratis well
as better adaption to the encoder architecture séhial
design was later replaced by a more autonomous Clpen
working thread approach. The new working thread
pipeline was optimized by using principles from RkSC
architecture. More precisely, the estimation arldcs®n
modules were stripped down to a single processjngov
the extracted functionality to discrete modulesalfinal
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A Echocardiographical Image Archiving and Reporting
System

D. Hlindzich, P. Krasnopevtsev, A. Rukletsov, A.K8i#ina, R. Manner

Today diagnostic imaging systems are used as § dailsE=
routine in medical institutionsEchocardiography is
beyond ECG the most used clinical method to asses
progression of heart disease and results of tradtme
Advantages of ultrasound are risk-less investigatio
relative inexpensive equipment, compared with othe
image-guided diagnostic systems, and low cost of
exploitation (energy efficient, compact size, mialm
service). However the applicabiliy of cardiovascula
investigations for outpatients is still low. Theasen is a
low level of automation and user bias, i.e. a failof a
diagnostician to measure or identify abnormalities.

This project includes two goals: development of aFig. 1: Automatic parameter calculation.
cardiological ultrasound archiving and reportingsteyn
that will be able to improve performance and data
management as well as to integrate the systeméanto e
existing Picture Archiving and Computing System
(PACS) and in order to obtain an effective storag
platform and clinical interfaces.

The developed system includes special processin
modules: parameter measurements with automatic
computation of relevant values (Fig. 1), image amVie
player, classification module, diagnosis, calitmatiStress
Echo, ECG and reporting. The system allows proongssi Fig. 2:a) US 3D template based heart model, b)US 3D nufdel
and archiving of various types of ultrasound dateiges,  Ppig LV created using active propagated surfaces.
cine-loops and measured values. The data fronsolarad
devices are received over a network, standardisetl aConsidering a number of visualization techniqueg.(e
stored. Physicians can load necessary informatimm @ Fig. 2 a) used in the system, we propose an atteena
database on diagnosing stations, process, andtgg® t method of surface reconstruction for sparse ultrado
very effectively using sojisticated tools, that support data based on the active surface model (Fig. thh) has
optimal diagnosing. Reports are generated autoatigtic better spatial smoothing policy than e.g. a voluinene.
and sent to a Hospital Information System (HIShgghe
Ashvins PACS from Medical Communications GmbH.  Supported by: AiF (KF2351203F00), Cooperation:

UltraOsteon GmbH, Medical Communications Soft- und

Additionally, in cooperation with UltraOsteon GmbH, Hardware GmbH, Clinic for Internal Medicine | the

novel experimental (non-standard) techniques angniversity Hospital Jena.
supported, like the Tissue-Doppler-Imaging (TDI),
semiautomatic quantification of the Left VentriqeV)
and 3D reconstruction. Velocity of the heart tissrel Raterences:
various derivative parameters can _be calculateing 1] D. Hlindzich, P. Krasnopevtsev, T. Poerner, A.
TDI, and a quantitative estimation of the hearl, . 005 A Flexible Image Archiving and Reporting
functionality can be obtained. This allows to estienthe System. In 18 Intern. Conf. On Pattern Recognition and
failure of thg heart pumping function and to rdte kevel  |nformation Processing, 19-21 May, 2009, Minsk,
of heart ageing. Belarus, pp. 298-302.

2] D. Hlindzich, A. Kryvanos, R. Maenner and C.
A prototype of a 3D/4D ultrasound system based OBeqch A 3D/4D Freehand Ultrasound system for

electromechanical  position-sensing  approach  waSgjiac modelling and analysis. CBMS 2010, Perth,
developed to acquire, reconstruct and analyse #te d a | siralia 12-15 October 2010 pp. 298-302

from heart. The system has a high degree of acgrac ' T ’

1mm mean distance error) and can be used for furthe

medical tasks.

a)
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Dependable Hardware Composition

R.S.F. Silva, J. Hesser, R. Manner

Electronic and computer systems are included ireraod
more aspects of everyday life, and are being iategr
into more and more critical systems like planes eas.
In a situation where a component is not allowedisoupt
the system by failure, the tendency has been telopv
closed, customized solutions. But as the complefitye

In order to enhance the system reliability whiléng
the bottom up approach, we investigatetth@sfer of th
software contract testing rmedology to hardwa
systems formalizing component specification.
categorize the four following constrained typesdagital
components: environment requirements (i.e. tempes

systems grow by increasing the number of componentand power supply), input levels of signals, timirmc

and more importantly, by increasing the interrelagi

logic set resictions. We show that, similar to softw

between these components, a more flexible soluson systems, we are able to identify faulty compo

required.

The use of verified components can still
interoperability failures. In this project, we ayze the top
down approach as an alternative to it. In the toprd

raisefor

assemblies using hardware monitors. Furthermore
categorize signal faults allowing the discovenewifienc:
environment related failures,
localization problem [1]. Our signal fault modelnsist:
of the following: voltage levels, slope times, dalaan:

approach, the system functionality is describedst,fir glitches.

followed by the system architecture, and only l&ethe

development of components or use of pre-built ones. 4

Moreover, we port the contract testing methodolody
software to hardware to tackle compatibility issa€sen
by the use of pre-built components. The contrastirtg
strategy  from  software specifies
interoperability conditions, and systematically ates
correspondent tests ensuring the operability osjtseéem.

Protokoll

Externe Schnittstellon:

: Temperatur |

I en [ uss

Externe
Geritte

| msz:2

[ o ]

-Bla_ckbo: Te_sﬁng
Fig. 1: Hardware platform for data acquisition and process

In our project, a hardware platform for data acijois
and processing was created for which differentrabson
layers were modeled, i.e. specified and implemeniais

component

Fig. 2: Signal fault analysis.

The contract testing methodology has been portezll
hardware platform. The built test circuit consists of
ADCs, 2 quadruple operational amplifiers, anc
instrumentation amplifier. In addition, the logiarpis ¢
synthesizable Verilog code redguaig development time
about 2 person months and resulting in 1,548 LUdihs
376 flipflops for the used Spartan3A DSP 18C
Moreover, a transaction level model of our sigralli
model and its correspondent fault activation
propagation have beemplemented. It allows for fat
simulation and system failure analysis enabling
creation of recovery mechanisms [2].

allows the systems implemented for it to be designercferences:

using the top down approach. The challenge of me=s

[1] Silva, R.S.F:; Hesser, J.; Manner, RCochtrac

top down approach is the missing connection betweeShecification for Hardware Interoperability Testiagc

functional specification and system implementatidhe

Fault Analysi§, Reliability, IEEE Transactions ¢

underlying hardware, where HDL code is implementedq) 60, no.1, pp.351-362, Jan. 2011

and the software runs, poses functional and noatiomel
(speed, area and instruction set) restrictionfi¢odesign.
Therefore, the hierarchical connection from thetesyss
functional description to system implementationnist
automatically supported.
description and models of this underlying hardware.

[2] Silva, R.S.F.; Hesser, J.; Manner, R, ‘F
Propagation Analysis on the Transactlavel Model o
an Acquisition System with Bus Fallback Modes”
Proceedings of &hinternational Workshop on the Des

lts  support requires  thgfpependable Critical Systems, Sept. 2009

tackling the faul
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XFEL DSSC DAQ — A Readout System for the DSSC
Detector of the European XFEL

T. Gerlach, A. Kugel

The European XFEL (X-ray Free Electron Laser) ] i The entire megapixel detector is made from 4 quee
a research facility, which is currently under coanstion (Fig. 2) of 4 modules, each serving 64k pixelse TAAC
in the area of Hamburg, Germany. The X-ray lasél wireadout chain is subivided into two levels, both bas
produce 27.000 ultra-short flashes per second, w&ith on FPGA technology.
brilliance which is a billion times higher comparedthat
of the best conventional X-ray sources availabldayo The general DAQ layout and its key components
These flashes will allow to decipher the atomicadetof identified. The readout chain is sdbdded into twc
viruses and cells, to make three-dimensional imafiése  levels. The lower level consists of the 16 1/O lhisafon
nano cosmos, and to film chemical reactions. per sensor module, red ellipse), whose central ei¢ e

The DSSC (DEPFET [2,3] Sensor with Signalan FPGA device. It'main purpose is to read out the «
Compression) detector is one of three 2-D sensofeom all 16 ASICs of a sensor module, and to trahg
developed for XFEL to detect synchrotron X-rayshvan to the second level, the DAQ patch panel transce
energy E > 0.5 keV. Further, the I/O board administrates several cdlimg

The DEPFET based sensors will produce data durirgsks.
the XFEL bursts (with a duration of approx. 660 asp The second level of the readout chain waibo use &
rate up to 4.5 MHz. The data is stored locally e t FPGAbased approach. It will merge the data strear
SRAM of the readout ASICs. the four sensor quadrants into four 10 Gb/s EtH(@E)

streams, which are then transmitted as UDP packa

The research project project is ongoing since 2089 optical fibers to the DAQ offline storage.
focuses on developing the DAQ system for the DSSC,A PCB prototype was developed teerify the the
which will read out the ASIC SRAM during the approx operation of the 10GE interface based upon a 10(¢
100 ms long burst gaps between the bursts. Fipotvs MAC implementation in an FPGA plus a discrete 1

the timing of the XFEL bunch structure. PHY device -and also to characterize the performanc
the PLL device (red circle), which provides the A
3000 pulses/600ps sampling clock. The prototgpis shown in Fig. 3. Tl

measured duty cycle jitter performance of 0.31mps (-
o) is in the order of 0.04 % of the width of an At
(719.3 ps), representing a negligible contributtonthe
----------- total ADC clock jitter. GE functionality initiallyerified
wme DY sending UDP packets between the FPGA an
equipped with a 10GE network interface.

X-ray photons

b 200ns % 100fs
i “ —_— —
‘ T=> :
\ _,:>
% " FEL process

Fig. 1: The timing of the XFEL bunch structure. By XFEL
GmbH

Fig. 3: The 10GbE / PLL prototype.

Supported by: XFEL GmbH.

References:

[1] http://www.xfel.eu

[2] J. Kemmer, G. Lutz Nuclinstr. and Meth. A 2t
(1987), p. 365

[3] J. Kemmer, G. Lutz et al.Nucl. Instr. and Meth28¢
(1990), p. 92

Fig. 2: A quadrant of the DSSC detector. By K. Hansenl.et a

DESY Hamburg.




Fast Data-path over PCI-Express

W. Gao, A. Kugel, A. Wurz, R. Manner

The Active Buffer system is the data relay unitwestn
the front-end data producer and the back-end stoiag

the DAQ of CBM expertiment. It involves multiple gp DN | Input Output bl

of messages besides the major hit data packeth, aaic —7-7] FIFO FIFO _3’?

control and synchronous packets. High-performaisce | pair pair g

the major requirement. o [ 64 A A>E
Considering the Active Buffer position in the DAQ ] 9 ) relk

chain, we imaged it as a fast customized data pal wolk v

implemented in FPGA. The high-speed transceivers i fifo clk

FPGA and fiber links are studied. The commercial P B DDRBuffer sl DDR

Express IP core from Xilinx is a good option toltuhis SDRAM

path, which communicates with the host in full dupl

mode. A DMA engine on the transaction layer of PCi
Express Genl was designed with a 4-lane configurati
[1] Fig.1: DDR FIFO architecture

The initial DMA engine was implemented in Virtex4 From the Virtex4 DMA engine design to the Virt
FX60 FPGA and due to resource restriction, we ubed version, a logic upgrade from 32-Hitansaction laye
PCI Express core of 32-bit interface. DMA trangatwt interface to the 64it was done. The data pac
are completed in chained descriptors, which sugpibet  processing pipelines were greatly changed an
USER mode memory very well. In the performancestestguarantee the logic integrity, a verification eowimen
under Linux, DMA write achieved about 790 MB/s andwas established. The working Virtex5 DMA enc
DMA read about 480 MB/s, with the 32-bit version. presents 790 MB/s performanaer DMA write and 38

MB/s for DMA read. The lower DMA read performal

The PCI Express debug needs host reboot every tim due to the widened bus, which increases thehews
the FPGA firmware is updated. DPR (dynamic partiajatio on the bus.

reconfiguration) is a favourable solution for debug

because it allows certain parts in the FPGA to be Data generator and interrupt generator are impléza
untouched during reconfiguration so that the reli@otot  in the FPGA, providing a reliable debugging apphofor
required. Another benefit of DPR technology is @yic  hit data packet emulation and the interrupt stierigst
module overlapping for resource saving. The Virtex5 Active Buffer board is installed at G&ihc

successfully tested in beam tests.
DPR has been tested on Virtex4 FPGA and the results

show that the functional behaviour is reliable dgrihe
dynamic reconfiguration. In the DPR practice with
PlanAhead 9, the boundary isolation is made witlReferences:

synchronous  bus-macros, which introduce additiongh] Gao, W.;Kugel, A.; Wurz, A.; Marcus, G.; Mann
cycles of delays. This pipeline change is balanwéti R “Active buffer for DAQ in CBM experimeht 16t
logic rewrite in the VHDL code, because most of thqepg-NPSS, Beijing, May 2009.

synchronous pipelines are not explicit to compensat[2] Gao, W.; Kugel, A.; Manner, R., Abel, N\Veier, N.
Without synchronous bus-macros, the timing analyslis  kebschull, U. DPR in CBM: an Application for Hig

fail between the dynamic and static modules intigh-  Energy Physics DATEO09, Nice, France, 2009.
frequency design. [2]

To strengthen the optical communication capabilitg,
transport the DMA design to an AVNET Virtex5 board.
In the AVNET Virtex5 DMA engine project, the buffer
size available with Xilinx built-in FIFO cannot ntethe
CBM DAQ requirement. A buffer size over 1 MB insid
the current FPGA is very difficult. DDR FIFO has
thereafter been implemented in our group, whichsuse
commercial DDR Il SDRAM modules as the FIFO kernel
and equips protocol logic turning the SDRAM into
standard FIFO component, as fig. 1 shows. Basesliom
protocol module, the transformed FIFO can be writied
read simultaneously with port clock rate over 1251V
In terms of the size, it is 128 MB for this versiand can
be enlarged according to the industrial progresBBR
SDRAM.
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DAQ and Readout Subsystems for ATLAS

A. Kugel, R. Manner, N. Schroer

ATLAS is one of four high-energy physics experimentsmplemented on a set of FPGA prototyping cardsywsho
that are operated at the LHC at CERN. The resegaip in Fig.4. This arrangement was useful to establish
is involved in this experiment since 1989 and hasommon understanding between the different partners
developed and built a central component (ROBIN)hef (Bologna, Heidelberg, Wuppertal) of the inherent
data acquisition system (DAQ) [1]. In 2008 openataf  boundaries of the architecture.
the LHC machine started and the main activity at ttme
was to prepare the whole experiment for successidl e To= o
stable data talking. At our side, this involvedqgiient wr [
modifications of the software and firmware of th@06 L ten
ROBIN cards to adapt to unexpected operational ="
conditions and to increased performance requiresnent
Fig. 1 Shows the performance increase for the méedo if

operation from 10 to 25kHz request rate at the naini

=llHE==T"
— La ‘._ J et

operation point. . 4

ROBIN Network Performance Fig. 3: ROD-BOC architecture

Li-rate = 100kHz

- Dedicated DSP devices like on the previous RODhare

” longer present. Instead, calibration histograms
25 m’\‘\ e accum_L_JIat_ed in_ the ROD FPGA While_ processing
20 s \ - 2k e capability is available on remote PCs, possibhyhwaPU

—heekew  @CCeleration. This approach is viable only duehtlocal

10 m-.._._."-_. network interconnect on the ROD, which bypasses the

5 VME bottleneck.

L2 request rate [kHz]
o

0 50 100 150 200 250 300 350 400 450 S00 . pup
Fragment sze Words] . - ostatads

Fig. 1: Performance upgrade

A PCle-variant of the ROBIN (Fig.2) has been
developed, tested and validated in order to begpeebin
case suitable PCs with many PCl-slots become ) .
unavailable during the lifetime of the experiment. Fig. 4:ROD-BOC prototyping hardware

A performance study comparing the original DSP
performance (40us per pixel) to modern multi-conel a
GPU implementations showed that a quad-core PC can
achieve a speedup of 10 compared to a quad-DSP ROD.

Supported by: BMBF (O5H09VHA), Cooperations: CERN,
Wuppertal University, NIKHEF (NL), RHUL (UK), INFN

Bologna (1)
References:
i [1] A Kugel: The ATLAS ROBIN — A High-Performance
Fig. 2: PCle ROBIN Data-Acquisition Module, Aug. 2009,

http://madoc.bib.uni-

The work in the DAQ area is continuing. _ mannheim.de/madoc/volitexte/2009/2433/
A new branch of the project started in 2009 withr OU[2] Capeans, M et al., ATLAS Insertable B-Layer

participation in the development of the new IBL @liX tachnical Design Report , 15. Sept. 2010

detector [2]. The readout-ASICs of the new detectopi,//cdsweb.cern.ch/record/1291633/files/ATLASRD
provide a 4-times higher transmission speed and th‘(’)19.pdf

require new off-detector readout electronics. For[3] Dopke, J et al., Upgrade of the BOC for theLAB
backward compatibility a system of VME card-pairSpiye| |nsertable B-Layer, TWEPP-09: Topical Worksho
(ROD + BOC) is used. The BOC [3] interfaces towardgy, g|ectronics for Particle Physics, Paris, Fradde; 25
the detector and the back-end DAQ (actually to th%ep 2009, pp.404-406

ROBINSs), while the ROD handles control and higlesel

functions. The basic architecture is shown in Figh\B

initial decomposition of firmware modules was dared
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FPGA and embedded computing

W. Gao, T. Gerlach, A. Kugel, G. Marcus, N. Schrpé. Wurz

The activities of the group focus on the developmzerd The ABB-2 card is used as active buffer card in the (
evaluation of FPGA-based and general embeddettoject.

hardware components and of the related developmelnt the software area, the loevel driver “pciDriver” an
tools. The results are typically used by other asde the board access library “mpracelib” are constakép
groups of the institute and for education. up-to-cate in order to support new boards and new L
kernel releases. Besides the basic functionality
important topic is to support portability of ap@tions nc
only from kernel version to kernel version but afsmm
hardware platform to hardware platio in order t
maximise code re-usability.

The latter aspect is the main focus of the “LogRiad!,
which aims to automate the process of modifyingted
VHDL code for a partitioned design flow requir
synchronous elements only on the partition laures.
partitoned flow is needed for dynamic pai
reconfiguration applications and is also a falete
Fig. 1:MPRACE-2 Coprocessor prerequisite for higliensity implementations with lat

FPGA families.

Fig. 1 Shows MPRACE-2, a PCle-base rpgAn the embedded area there are a number of pry
coprocessor card developed b,y the research graup. gducational projectsusing hardware platforms eitl

addition to the typical DDR-2 DRAM memory slot it based on ARM microcontrollers (Fig. 3) or on theeyd

provides 2 banks of fast DDR-2 SRAM, which allowetr Mi(r:rrlg?slaze FPGAplatform supporting the recent Lin

cycle-to-cycle random access without the increas
latency of DRAM. MPRACE-2 can be extended with a
mezzanine card to prototype various applicatiomsfes,

it is used by the group “Accelerated Scientific
Computing” to implement an SPH computational
algorithm, by the XFEL DSSC project to prototype a
10G-Ethernet module, by the CBM project to protetyp
basic DMA and DPR functionality and as embeddec ) :
system platform with either the integrated PowerPC
processor or the Microblaze soft processor. | el i i
In addition to this custom board several commercia [ bew = “nd . .
boards are under evaluation, for example the XILINX & | 1
boards ABB-2 (Virtex-5), SP-605 (Spartan-6) and ML-
605 (Virtex-6). The DMA functionality and the
Microblaze embedded platform have been porteddeeth
boards as well, demonstrating the portability ot th
designs.

Fig.3: ARM Platform

Cooperations: FG Accelerated Scientific Compu
Projects ATLAS, XFEL, CBM

Fig. 2: Virtex-5 ABB-2
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Lossless JPEG Image decompression in GPUs

Timo Bernard, Guillermo Marcus

In order to accommodate bandwidth restrictiomsnfra
high-throughput microscope, it was needed to coagpre
the image stream in transit from the FPGA-baseducap

cards to the GPU-based online image processing. T
achieve lossless compression, several algorithme we

investigated, and finally decided to use losslé4s@ for
the ability to implement a parallel decompresso
efficiently in the target GPUs.

To decompress a lossless JPEG stream in paraéidirst/
need to divide the stream in meaningful segmeratisdén
be processed concurrently. For this, we use a nalex
table that points to the start of every image rato ithe
stream. Each of these segments can therefore begsed
independently to recover the residual value ofpghels.
While this index table is not part of the standatds a
byproduct of the FPGA encoder and does not affeet t
content of the bitstream (which
compliant).

| | Filstosn R 1
| Litstraam Hew 2
Eitstraam Row 3

Eitstrsam Fow +

Bitstrosm Row 6

Citstream Rov G
Efrtrnam Row 7

Eietraam Fow &

CUDY Theeo: Binck

Fig. 1: First Kernel, decoding of residual value

With this information, the first kernel (a first gaover the
bitstream) reconstructs the residual values foryepéxel
in parallel, one row per GPU block, as shown in. Hig

remains standarc

Biock
Ciigonal

Fuosilor

Grid Level

]

I

Processed Block or Pixel

Unprocessea Block or Fixel

Active Block

m

Active Thraad on a Pixal

Current "c" Neighborhood

Current 2"/ "b" Neighbornood

Fig. 2: Second Kernel, reconstruction of the image

On the block level, every thread inside a blockaatbes
processing the corresponding stage of a wave,@asrsim
the right section of Fig. 2. The blue wave is tesutt
pixel being calculated, while the green pixels &ne
neighbour pixels required for the correct recorcttan.

In this way, multiple pixels can be decoded
simultaneously and the decoding time is reduced.

With these optimizations, the decoder is capable of

The residual value is used by the next kernel télecoding lossless JPEG bitstreams 15-30 times fésta

reconstruct the image.

a CPU host.

The second kernel is executed multiple times, alipre.
wavefronts in two different scales are needed. Thi
wavefront is a consequence of the pixel relatignshi
needed to reconstruct a pixel value based in neigfitog
pixels, which needed to be already decoded. Fihdvs

a summary of these wavefronts.

On the grid level, the result image is divided iblocks,
and these blocks are processed in a wavefront (siow
blue). In this way, all necessary blocks are alead

References:

[1] T. Bernard, G. Marcus, M. Gipp, and R. Manner,
“Using GPUs for Lossless-JPEG real-time image
decompression of high-throughput microscope data,”
NVIDIA Research Summit 2009. pp. 1-1, 2009.

[2] T. Bernard, "Real-Time Lossless Image Compmassi
for High Throughput Microscopy”, Diplomarbeit,
University of Mannheim, 2009.

processed. The block structure corresponds to a ACUD

block in the computing grid of the GPU.
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Compute Haralick Texture Features on GPUs

M. Gipp, G. Marcus, N. Harder, A. Suratanee,
K. Rohr, K. Kdnig, R. Manner

In biological applications, features are extracfesin ) )
microscopy images of cells and are used for autenat ) aej
classification Fig. 1 shows an example of a micopsgc ﬁ \
image which includes several hundred cells. Typical / (@@ CEON
very larce number of images have to be analyzed so that //®\
computing of the features takes several weeks atimso @ ©) f'»_ — - oe
@re) S
/N e
®© ®©
/
@ o e =TT

Fig. 2: The dependency graph
gives an order to compute the
features and intermediate results

Fig. 3: The sparsely Matrix
(A)ldorduced to a much
smableked matrix (B).

Execution Speed up Speed up
time [s] factor to factor to
CPU GPU |
Original Software
Version CPU 2318 ) )
GPU Version |
. ' _ . (8300 GTX) 11.1 214x -
Fig. 1: The Microscopy image with several hundred cells. GPU Version Nl
6.6 360x 1.6x
. . (GTX 280)
We have analyzed the calculation in two steps,ctiie -
- . . |, GPU Version Il
occurrence matrices (co-matrices) and the Haralig k(GTX 480) 2,55 930x 4.3x

texture features (features). The co-matrices amspcbed
from an image and the features are calculated basétne
co-matrices. After this we parallelized the comfiotaon
the many core architecture of GPUs in CUDA [1].

Fig. 4: Speed up table of Haralick Texture Feature allgorit
executed on different computing architectures

The costly computation of the co-occurrence matrigd
Analyzing the features results in a graph (Fig. 2jhe Haralick texture features can be speed up fagtar

showing the dependency of the feature computatons of 930 in comparison to the original software vensi

intermediate results and on other features. With th(Fig.4). This allows biologists to perform much madests
dependency graph the optimal order of the featur® acquire novel knowledge in cell biology in weeks
computation could be determined which saved costlgtays instead of several months. For further desais[2].
double computations.
Supported by: Viroguant Project
Analyzing the co-matrices showed that they aresgbar Cooperation: DKFZ Karl Rohr, Reiner Konig
filled and for a highly parallel approach they come too

much memory. We reduced the size of a full co-rediyi

removing all rows and columns filled with zerosgF38).

This reduction strategy offered to keep up to twadred

co-matrices in the memory of an ordinary graphiasdc
with direct memory access.

For each single cell image 20 co-matrices withedént
orientations are generated. Altogether the featorfe8
cells can be computed in parallel, requiring thewation

References:
[1]http://mwww.nvidia.com/object/cuda_home_new_dmht
|

[2] M Gipp, G Marcus, N Harder, A Suratanee, K RdRr
Konig, R Maénner: Haralick's Texture Features
Computation Accelerated by GPUs for Biological
Applications. Proceedings of the HPSC 2009, pp.1-10

of 160 co-matrices. To reduce the complexity of the

feature computation 24 kernel functions are usedhen

GPU and each one maps all co-matrices to the phrall

computing architecture of the GPUs.
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Implementation of Smith-Waterman algorithm in OpenCL
for GPUs

D. Razmyslovich, G. Marcus, M. Gipp, M. Zapatka aAd Szillus

There are currently a lot of biological questions
being investigated using the second-generation
sequencing technology. This technology is
characterized by short lengths of the read seqsence
(35-100 nucleotides).

One possible application of the second-generation
sequencing technology is cancer genomics. All
cancers are results of changes occurred in the DNA
sequence of the genomes of cancer cells. The
Smith-Waterman algorithm is one of the best
solutions for the identification of these changes,
because this algorithm is quite sensitive to idgnti
most complex changes unrecognizable with
alternative faster algorithms.

Our approach aims to provide a solution for the
alignment of the short reads from second-generation
sequencing technology along the long genome
sequence, which would be acceptable according to
the time characteristics. The main problem of the
Smith-Waterman algorithm usage for the described
task is the O(hm) time complexity, where n is the
length of a short read (a query sequence) and m is
the length of a long genome sequence (a reference
sequence). Moreover, the algorithm requires aflot o
memory (of the order of 16 GB), additionally
decreasing the performance and putting high
requirements for the target system.

Our result is the accelerated implementation of the
Smith-Waterman algorithm which uses the latest
technologies for heterogeneous parallel systems.
This implementation is written using an OpenCL
standard, which provides the interface independence
from the type of the target system. The code is
optimized for running on high-end CUDA-enabled
NVIDIA GPUs.

The implementation is done as a series of steps.
Each step contributes to an improvement of the
performance.

Step A. Parallelization granularity Choosing a
nucleotide from a query sequence as a
parallelization grain makes it possible to calcilat
the paths for the already calculated part of the
matrix and truncate the matrix concurrently with
computation of the new piece of the matrix.

Step B.Long reference sequences processige
main heuristic used to reduce the memory usage for
the calculation and enabling the long reference
sequences processing is shown in figure 1.

R

R1

The useless part of the matrix
The already calculated part of the marix
The newly calculated piece of the matrix

Fig. 1: The heuristic model.

Step C. Multi-query processing Concatenating
several short sequences into a big one makes multi-
query processing possible, which provides a better
occupancy of a GPU.

Step D.The calculation shapeThe usage of the
diamond shape instead of the usually chosen
rectangular shape provides an additional speed-up
on every iteration.

Step E.The concurrent transfer and execution
The ring buffer usage makes the time gap needed
for transferring data from GPU memory to host
memory overlapped with the main kernel execution
improving the GPU utilization and reducing the
calculation time by approximately 25%.

The effect of each step on the implementation
performance is summarized in figure 2.

+ 5x times faster

Siep S +long reference \\, Siep +multi-query", S4p +eliminated kemel ", S +distributed
A /B sequence processing / (O processing /') branching E, computation

« 17x times slower |+ B7x times faster + T0% faster + 25% faster

+ 5 times faster

+ 19x times faster

+ 25 times faster
>

Fig. 2: The effect of the implementation steps on
performance.
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The key advantages of this OpenCL implementation in

comparison with the other toprated implementatianes

« the implementation is able to process efficiently t
long reference sequences (up to 28 million in the
tests);

e the alignment paths can be calculated effectively,
which is the key feature of this implementation;

e the computation performance is competitive to
Farrar's implementation and 3x as fast as
CUDASW++v2.0 implementation for the 600-
query database file;

e the acceleration in comparison with our CPU
implementation is 9x for the path calculating
version and 130x for the no path calculating
version;

e the implementation is written in the OpenCL
standard, which provides the possibility to userit
different parallel systems on condition of a proper
tuning of the implementation.

Supported by: DAAD; Cooperation: DKFZ Marc
Zapatka, Andreas Szillus
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Full control of light intensity by beam shaping

Vector wave propagation method Full (VWPM) An exdiem to the wave propagation method
Parallel image scanning with binary phase gratings

Minimal realization of arbitrary optical systemdided by ray transfer matrices

Integrated fabrication of optical coupling struesir

New method for rigorous simulation of local absamptin periodic structures

Accelerating microscopy
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Full control of light intensity by beam shaping

K.-H. Brenner

Beam shaping is commonly used to transform a giveWith respect to the first task, we use a far -
intensity distribution into a different, desiredténsity approximation of eq. 1, which is sufficientlgiccurate, |
distribution. Applications of one-dimensional (ridaally the beam shift is small compared to the separdioanc
symmetric) beam shaping [1,2] are typically in #rea of express it in the form:

high power lasers and optical illumination systems. 1

Unlike one-dimensional beam-shaping, which leada t Uz DMDS @

simple differential equation, which can be integdain a

straight forward manner, the two-dimensional beam . ) ) )

shaping problem leads to a nonlinear Monge-Ampgre t With this, the beam shaping requirement can beeseg
equation, for which numerical solutions [3] arefidifit to @ & Monge-Amperg/pe second order different
obtain. Recently, we have generalized the equations €duation forS:

optical beam shaping with two surfaces, derived a

nonlinear Monge-Ampere type differential equation,|1(x+§, y+ §) [E(1+ §)(1+ %)— @: off X (3
which became solvable with the shifted-base-fumctio
(SBF) approach [4]. It relates the second order partial derivativeS &b the
In an optical implementation, beam shaping can plput intensity | , and the desired output intensity. Fol
realized by diffractive, by reflective or refraativoptics. Solving this equation, we have developed a
In fig. 1, we consider a refractive system in @sebpic Optimization algorithm, which finds an accept:
geometry_ The input medium and the Output mediuen a,numerical solution in less than 50 iterations.
assumed to have the same refractive index, herete®n

by n, . The intermediate medium with a thicknes®agn ~ AS an example, we considered a Gaussian input iHlum

. . Lo . nation (fig 2, left) which is to be transformed anar
the optical axis has a refractive indexrgf The input and image of the letter B. For verification, the reesiig. 2

output coordinates are distinguished by small ardel  right) was obtained by an independent calculatisimc
letters. Monte Carlo ray tracing through the surfazemdZ.

Fig. 1: Geometry for general two-dimensional beam shajpiray

refractive telescopic arrangement. ) o o »
Fig. 2: left: Gaussian input distribution and reference pas#io

tlée SBF-approximation, right: Intensity obtainedNgnte-Carlc

Any beam shaping problem can be decomposed |ntoraytrace with mapped positions

sequence of two tasks: 1) to find the mappihgf the
input coordinates (x,y) to the output coordinatXsY}
and 2) the calculation of the optical surfaceguieed to
achieve this task. With respect to the second task, References:

found an analytic expression for finding the swfac [1] F. Dickey and S. Holswade, Laser Bearhaping
from the mapping/: Theory and Techniques (Marcel Dekker, 2000).

[2] D. L. Shealy, J. A. Hoffnagle, and K- Brennei
SPIE Proc., Vol. 6290, San Diego, 2006
2 _ 1 ax(xy) 1) [3] J. Benamou and Y. Brenier, “A computational
Z \/(v—l)ZDZ +(V2_1)A2 ay(xy) mechanics solution to the Mongé&antorovich mas
transfer problem,” Numer. Math. 84, 375-393 (2000).
) ) ) [4] K.-H. Brenner, Journal of Physics: Conference S
This equation relates the beam shi\x=X-x, 139,01,2002, pl11, Workshop on Information Opt
Ay=Y-y to the gradient of the front surface (WIO’'08), (2008)

v=n,/n, is the index ratio. The back surfagecan be

determined uniquely using the constant path
length condition. From the gradient, the surfaca be
determined easily by SBF-integration [4].
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Vector wave propagation method (VWPM)
An extension to the wave propagation method

M. Fertig, K.-H. Brenner

We have extended the scalar wave propagation methc
(WPM) to vector fields. The WPM [1] has been
introduced in 1993 in order to over-come the mayoi
limitations of the beam propagation method (BPMjeT

BPM is a paraxial light propagation method for the

simulation of inhomogeneous media. Due to the pakax | |j————— /
approximation, its main application is in the siatidn of |
wave guides. With the WPM, the range of applicaion |
could be extended from the simulation of waveguittes

simulation of conventional optical elements likendes I
and gratings. In [1] it was demonstrated that teal@r) 3

WPM provides valid results for propagation anglpsta

85 degrees. Here, we extend the WPM to 3D vectori@_lig. 1: Electric field intensity of a Gaussian be
fields by considering the polarization dependeréshel ropagating though a prism

coefficients of amplitudes for transmission in each

propagation step. Like in the WPM, we start withlane  Fig. 2 shows the amplitude distribution of a plaveve
wave expansion of the field at= 0, which is the starting passing through an ideal focussing lens with a mic
point at layem aperture of 0.85. The focal distribution agreesfeuely

~ with the results from vectorial Debye theory.
ED,m(kD) :J.J.Em,m(rm) @Xd—ik i D)dF o (1)

Unlike the WPM, we now consider the vectorial =
properties of the wave. Tlrecomponent is not needed for

this step, sinceE,(k,) must satisfy the Maxwell
equations. The transfer at the interface betweger Ia

andm+1 is described by the Fresnel equations. These ce
be reformulated into a linear transformation

ED,m+1(kD) =M m,m+1(r ok D) =} o, m(< D) (2) 15m
The next step treats the propagation of a singsmepl m i
wave component in an inhomogeneous layer

Unlike rigorous methods, which are only able toidate
=, = . small volumes, the VWPM, due to the decompositiac
E Dv"‘*l(rﬂ’k D) =E Dv"“(k D) EExp(|¢m1(r ok D)) @) separate layers can also simulate much larger \esan

is therefore a suitable tool between the maaiscant
Due to the inhomogeneity of the medium, the profiaga the microscopic world.
phase is dependent on both, position and directiothe
final step, the propagated wave amplitudes are =onm

up- References:
, [1] K.-H. Brenner and W. Singer, "Lighpropagatio
— [ ; d’kg through micro lenses: a new simulation method" Agg
B (1) = [ a (rok o) (i 1 ) (2n)’ “) Optics 32, (1993), 4984.4988

[2] M. Fertig, K.H. Brenner, “The vector wa
fpropagation method (VWPM)JOSA A, Vol. 27, No. ¢

For homogeneous media, this step has the form o pap. 709 — 717, (2010)

Fourier back-transformation. In the inhomogeneocasec
however, E',,.,(ro k,)is dependent also on position.

Therefore, an inverse Fourier transformation carimet
applied. We verify the validity of this approach by
transmission through a prism and by comparison tiih
focal distribution from vectorial Debye theory. The
simulation provides the correct amplitudes andeaithn
angle according to electromagnetic theory.
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Parallel image scanning with binary phase gratings

R. Buschlinger, K.-H. Brenner

Microscopy applications like in system biology or i
industrial inspection generate an increasing denfiand
high-speed imaging techniques. An approach tofgatis
this demand is spatial parallelization of the imagi
system. In the case of wide-field imaging, the sirae
depends on the ratio of lens diameter to fieldiefwof
each individual imaging system. To minimize thersca
time, the number of lenses has to be maximized and
therefore the size of the imaging systems has to be
minimized.

Recently, we have developed a novel approach fallph
image scanning, whereby the intensity peaks are
generated by a binary phase grating instead ofs le
array. These binary phase gratings in a special
configuration generate sharp spots for gratingogisri
down to 3 wavelengths [1]. This was observed also
experimentally.
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Fig. 1: Intensity in the x-z-plane behind a 2D-grating.
Units are in nuins

Compared to micro lenses, such gratings can bb/easi
manufactured and enable a high degree of miniaitioiz
The diameter of the focal spot is not restrictedby
numeric aperture according to Abbe's law and camnsled
to scan specimens with many spots simultaneouslg. D
to the high degree of parallelism, the imaging dpesn
be increased significantly.

In order to analyze, which grating configurations a
practical for generating intensity patterns withtigict
spots, the intensity on the optical axis was caled for
differentzpositions and for a range of gratings with
different fill factors using both, scalar diffra@ti theory
and rigorous diffraction theory. A high intensitythe
resulting plot is an indicator for the existencexdbcal
spot. With this method, optimum spot generation was
predicted for fill factors, which lie on a straiditte. Such
a plotis shown in fig. 2. The horizontal axis slsatvez-

position in units of the Talbot length. . Due to

symmetries, the plot is only shown for a quartethef
Talbot length. The vertical axis shows the fill tfarc
ranging from zero to one. The light distributioeally
exhibits a fractal behaviour. For the focussingdition in
fig. 1, we chose a fill factor of ~ 0.7 at a focings

distance of ~ 0.12, .

The absolute value of the grating period also ptays
important role, since smaller periods reduce tralver o
propagating modes. As a result, the plot in figppears
more blurred and the tolerances for fabricatioaca$ing
grating are thus more relaxed. For smaller grapergods
we also observed an increase in effective numerical
aperture, but also an increase of the bias ampktud

Fig. 2: left: Gaussian input distribution and referenpesitions
of the SBF-approximation, right: Intensity obtairadMonte-
Carlo ray trace with mapped positions

In an imaging application, only one spot plane $thou
contribute to the detected information in each szam
step.If a specimen is placed inside one of the focah g
of a binary phase grating, its light transmissiooperties
at the position of the spot can be measured irntectien
plane behind the specimen. Figure 3 shows thetresumi
a simulation using an absorber with a diameter/®ot
the detector pixel size. The period of the gratiRgs 101
matches the period of the detector array. Thdutsn

‘obtained is approx. 1/5 of the detector pixel size.

Size of absorber

/\/V\/W

1500 E/“/\/\/
14,50 £
1400 F

13,50 F

Detected Intensity

13,00 £

1250

12,00 [

-Pr2 +Pr2 +3P/2

Xpbsorter

Fig. 3: Integrated detector intensity when an absorbing
spot is scanned through the focal plane.

References:

[1] R. Buschlinger, K.-H. Brenner, "Light Focusibyg
binary phase gratings", 5th EOS Topical Meeting on
Advanced Imaging Techniques, Engelberg/Ch 2010
(AIT), ISBN 978-3-00-030503-0

54



Minimal realization of arbitrary optical systems
defined by ray transfer matrices

X. Liu and K.-H. Brenner

Optical systems can be described paraxially by raywo-Dimensional Optical Systems

transfer matrices that specify the relation betwessraxial
entrance rays and exit rays. In this research grojee
consider the inverse problem: a desired opticalegyss

given by the ray transfer matrix, and by meanshaf t

Any 2D optical system can be described by a

AB) with ATC=C'A,

symplectic matrix M :(C D

matrix decomposition we look for the minimal optica B'D=D'B, and AD" ~BC" =1, whereA, B, C, D are

realization that consists of only lenses and pieddsee-
space propagation.

Summarized and outlined in book

(1],

propagation, also without an attempt for minimiaati As
the main results of this research, general oneiaal
(1D) optical systems can be synthesized with a maxi

of four elements and two-dimensional (2D) optical

systems can be synthesized with six elements at mos

One-Dimensional Optical Systems

similar
decompositions have been studied before but witlaout
restriction to these two elements types - lens and

2x2 block matrices antlis the identity matrix. The tw
primary elements, astigmatic lens and isotr
propagation over a positive distance, exhibit tlag
matricesL andP respectively as following

1 0 00
0 1 00

L(f.f,)= _f—l 0 1 0|, P(z>0)=

o O o r
O O pr O
o P o N
» O N O

where f, and f, denote focal lengths anzlis positive

Any 1D optical system can be described by a 2xPropagation distance.

A B
CcCD

elements, lens and propagation over a positiverist
exhibit the ray matricels andP respectively as following

L(f)=(_;f 2] F>(z>o):((1J Zl]

wheref denotes focal length amds positive propagation
distance.

symplectic matrix M:( ) The two primary

The coordinate inversion matrix‘l'(n)=—| is

introduced as an auxiliary element in the decontjmosi

Coordinate rotation in the lateral plane corresgaod

cosp sinp 0 0

_| —sing cosp 0 0
R(#)= 0 0 cogp sl

0 0 -sing co®

which is an additional auxiliary element. Its mplé
presence does ndicrease the complexity of the opti
system since it can be implemented practicallydigitinc
the subsequent optical element.

To determine the optical minimal decomposition,
distinguish between two cases:
* |B| #0: a maximum of five optical elements (lens

Its presence does not increase the complexity ef th propagation) is sufficient for a realization ofgmatri

optical system. It will be located, if present, Yt the

type:RLRPLPRLR .

entrance or exit side of systems, which means & 180 |B| =0: a maximum of six optical elements (lens

rotation of the object or the optical detector.léwing are
the minimal decompositions for 1D systems:

e B>0: LPL.If A=1 (or/andD =1), the right (or/
and left) lens can be omitted.

* B<O0: ¥(mLPL .If A=-1(or/andD =-1), the
right (or / and left) lens can be omitted.

* B=0 A=D=1lor-1: L or¥(mL

* B=0 A#D A>0 C>0:PLP

* B=0 A#D A>0 C>0: ¥(7)PLP

* B=0 A#D A<O0 Cz=0:PLPL orLPLP

* B=0 A#D A>0 C<O0:¥(m)PLPL or¥(m)LPLP
The maximal cases include 4 primary elements.

propagation) is sufficient for a realizatiohthis matrix
type:RLRPLPRLRP .
Decomposition of 2D systems thus consists of a
maximum of six primary elements.

References:

[1] Wolf, K. B.; “Geometric Optics on Phase Spa
Springer, 2004

[2] Liu, X.; Brenner, K.-H.; ,Minimal optical
decomposition of ray transfer matrices”, Appl. Opt.
47,E88-E98,2008
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Integrated fabrication of optical coupling structures

F. Merchan, K.-H. Brenner

GRIN-ens when the working distance between the VC
High speed short-range interconnects have become aad the fiber is above 70 pm.

multidisciplinary research since the data links sish not
only of electrical- but also of optical componenihis
combination offers at first, a utilization of thdwantages of
optics over electronics for signal transmissionhsas lower
energy, lower noise-figure and light-weight cablasd
second, it also offers the advantages of electcicahectors
like simplification of the handling, which is oftedifficult
with optical connectors.

The research in this project is based on the dedign
integration and fabrication [2] of optical microtgaers and
the design of the electronic systems used forekedf the
optical systems. The optical system is shown inrégl.
The coupler integrates mechanical systems likefuheel,
the guide and the spacer; optical systems likditiez, the
(Gradient Index) GRIN-Lens and the mirror; and the
optoelectronic components, in this case a VCSEL wie

Fig. 2: Fabricated single channel metal-master

- . bW
correspondent electrical connections. 25
~#=Measured power without
GRIN-Lens [pW]
20 1
—@-Measured power with
i GRIN Lens [pW]
10 1
5 {
0+ At e - 5
0 50 100 130 200 250 300 [um]

Fig. 3: Comparison of coupled power for two systems:
with and without GRIN-lens

Fig. 1: 3D model of the optical system used to couplet lighm a
VCSEL into a multi-mode fiber. References:
[1] F. Merchan, D. Wohlfeld, KH. Brenner, “Micr
The optical micro-coupler is fabricated using plast integration of optical components for the fabrieatiol
replication of metal masters. The metal masters amctive optical cables”, Journal of the European iy
fabricated using a High-Speed-Cutting (HSC) macHare Society - Rapid Publications, Vol. 5, Pub.nr. 10¢&810)
the shape and a robot lapping for the finish of dipécal
surfaces. The masters were manufactured with amacg  [2] F. Merchan, KH. Brenner, R. Borret, U. Berger, ,C
of about 1um and the surfaces had a roughnessoat 46  optimized fabrication of Micr@ptical Couplers®, Optic
nm after polishing. Fabrication and Testing (OF&T), OSA, Technical Bit

ISBN 978-1-55752-893-3, 13.-16-06.2010,cklkon Hole
In order to increase the coupling efficiency, a BfRins  Wyoming, USA, (2010)
can be introduced into the coupling system. Theginma ) -
properties of GRIN-lenses have been studied an] F. Merchan, X. Liu, KH. Brenner, “Effizient
characterized. One of the most relevant resulshasvn in ~ Faserkopplung mit Gradientenindex-Stablinsen”, D&aO
figure 3. There, the comparison between two systeitts  Proceedings (OnlinZeitschrift der Deutschen Gesellscl
and without GRIN-lens shows the advantages of using fir angewandte Optik e. V., ISSN: 168436, 111
Jahrestaung in Wetzlar, (201(
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New method for rigorous simulation of local absorpbn in
periodic structures

M. Auer and K.-H. Brenner

For computer-aided optimization of lithography, o
detectors and photovoltaic elements, precise maitieah
models of the underlying physical absorption preessare
indispensable. Nevertheless, in most cases, thalaih
tools for optimization of light efficiency in photensitive
materials only consider the intensity distributionthese
devices. In the context of lithography, for examie resist
exposure is proportional to the amount of enerdyiclvis

Fig.1-a,d). Unlike other approaches using FabnePer
resonances or surface plasmon resonances, ouraat
utilizeslateral resonances

In a simulation, grating period and gate width foantwo
dimensional parameter space, which can be sc
layerwise for absorption maxima (cf. Fig.1-b,c)By
realizing a grating with a suitableombination of desic
parameters, we have optimized our design to anrptico

absorbed in a finite volume element. In photodetect level of 68.4% in the active channeln-contrast to 2.18

design, the location of photon-electron generafitays an
important role for the responsivity of the photatbo
because only those electrons, which are generaadthe
depletion region, contribute to the photocurrenthilev
electrons generated in other regions mostly cauniilto
local heating.

Starting with Poynting’s theorem, one can deriieranula
for the quantitative calculation of the ratio ofsabbed
power to incident power in a volume element (V) &or
illumination with a plane wave according to:

2
P 2
-a :ﬁ[-ll—[fﬁlm(a(r))[tlEl(r )| dv @)
H K,Z A \Vi
The absorbed power thus depends on the imaginatyopa
the permittivity Im(s(r)) at locationr . kg and k , refer
to the vacuum wave number and theomponent of the
wave vector of the incident wave, exposing an #ed&;

refers to the electric field response inside théens to an
incident field with unit amplitude. Using the "Rigus

Coupled Wave Analysis" (RCWA), a standard method fo f

the calculation of diffraction efficiencies, the amdield

absorption obtained without optimization. Tlisrresponc
to an increase of efficiency by a factor of 3ihile staying
fully CMOS-compatible without any need fadditiona
post processing steps.

@ Geometry (b) Integrated Absorption
Gate Width Period inside the Grating
- e
SN, || [ [ 28.20/3t\

Active SI-Channel T ‘

BOX £
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o

(d) Distribution of Local Absorption
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(c) Integrated Absorption
inside the Active Channel
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" Period um]

distribution E; does not provide the correct absorption

values in the case of T-polarization. By modifying the
field definitions, taking mode truncation into acob, we
have achieved perfect agreement between globatimso
and integrated local absorption[1]

Based on this result, we also developed a new gbiice a
SOI-CMOS-compatible photodetector [2]. Using
technology for photo detection, there are many lerob to
deal with: Ultra thin layers limit the height (akalOnm) of
the active zone. High doping levels cause narropletien
regions. The assortment of materials is rather tdichi

this

Fig. 1:
(Polarisation: TE, Q\J/\lavelength: 850nm)
« Geometry of the layer stack and the simulationpatars (a).
« Integrated absorption of the grating layer (b) #reactive
layer (c) for a wide range of gate width and pexatues.
« Distribution of localabsorption inside the layer stack for th
parameter combinations (d).

References:

[1] Brenner, K.H. Optics Express, Vol. 18, Issue 10,

Furthermore, for wavelengths above 850nm, Silicen i10369-10376 (2010)

almost transparent.

Our approach utilizes the poly-silicon layer, whiasually

forms the transistor gates, as a resonant grating
concentrate the incident light inside the depletgion (cf.

[2] M. Auer, K.-H. Brenner, N. Moll, T. Morf, M. Fertig,
ptoferle, R.F. Mahrt, J. Weisg,. Pfliger, EOS Topic
Meeting on Diffractive Optics, Koli/Finnland, 1SB8I78-3-
00-02419:2, (2010

57



Accelerating

microscopy

E. Slogsnat, K.-H. Brenner

In systems biology there is a demand for accelérate
image acquisition, especially when performing geaom

wide screens.

In the first period of this research project a roettwas
developed to eliminate the focus search, whichhés rhost
time-critical factor. Focussing is needed, whenfedént
positions on a substrate are examined. It is napeskie to
the deformations of the glass layers used in masipge
substrates, which are 50- to 100-times larger thandepth
of field. By eliminating the focussing step, the tala
throughput can be enhanced significantly.

Deflectometry is used to determine the height devia
of the glass layer [1]. In deflectometry, the slop# the
surface can be measured by observing a regulaerpatt
reflected from the glass surface. For the reconttmu of
the height distribution, a new algorithm was depelb [2],
which allows an accurate, noise insensitive antidagace
reconstruction. Fig. 1 shows the reconstructionlteer a
simulated height distribution.

0000684

0000513

0000171

A0 5 o 0 5 L]
Fig. 1: Reconstructed height distribution and absoluteevalf the
difference between reconstructed and simulatedhheiigtribution

(units: mm)

5 10

In the second part of this project an optical syster a
miniaturized  parallel  fluorescence-microscope
designed. It consists of three layers: To guideetkatation
light to the object, a beamsplitter layer residesveen two
GRIN-lens arrays, which are fixed on glass subssrgFig.
2).

Object plane
Alignment structure

Beamsplitter layer

Image plane

* Excitation beam
* Image beam

Fig. 2: Integration scheme of the miniaturized parallebfescence-
microscope

Fig. 3:125 line pairs/mm (left: simulation, right: demtmasor)

jﬂ\
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“Selbstkonsistentes iteratives Verfahren zur Bestimg
glatter Oberflachen“, DGaO-Proceedings (Online-&thitift
der Deutschen Gesellschaft flir angewandte OptiK.g.
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layers, a demonstrator for the imaging path wasip€i3].
The optical system was optimized for the use wihb t
fluorophore DAPI. The assembled demonstrator ctnsis
four parallel optical channels with an NA of 0.44,
magnification of 4.29, a field of view of 400 umadaa lens
diameter of 2 mm. With this system 125 line pairg/man
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Chair for Computer Vision, Graphics and Pattern Recognition

Prof. Dr. Christoph Schnorr

Contour Methods for View Point Tracking

The Benefits of Dense Stereo for Pedestrian Detecti
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Learning Based Object Detection in Medical Imaging

Convex Models and Global Optimization for Image I8egtation and Labeling
Relaxation and Inference for Discrete Graphical klsd

Discrete Tomography for Particle Image Velocimetry

Model-Based Multiple 3D Object Recognition in Rargta

Recent Advances in Multi-Cue Pedestrian Classiticat

Pedestrian Path Prediction and Action Recognition
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Contour Methods for View Point Tracking

C. Gosch, C. Schnorr

Fig. 1: llustration of a rotating aeroplane, extractedtoars, and shapes tracked using an internal rept&on based on a
fixed number of known shapes. Right hand side:tlos tracked on the view sphere.

Within the scope of this project, we sought to Btigate
possibilities to use purely 2D outline shape basethods
for determining a relative pose change betweenrebse
and known object within an image sequence. Toghik

particular methods for 2D shape representation wer p, -Fz"-’”'t'n“'-h'":

shape and view positions of a number of known viek
method for following shape change along an ir
sequence by minimising @istance between a given r
outline shape q and a currently known sl

. has been proposed. The metho

examined. Additional methods were also researcimet aintegrated with variational image segmentation ky r

combined to enable tracking of relative object ploased
on changes in 2D outline.

Introduction

One important cue that has been used frequentthen
past for object detection, object classificatiorbject
tracking, pose estimation, and related tasks gstape of
a silhouette or contour that separates an objeirtterfest
from the background within an image. Related pnoisle
are naturally image segmentation, i.e. extractibabject
outlines from images, and the quest for computation
frameworks to handle the outlines’ shape. Therebeas
much research in the past in these areas, constuou
pointing out the relevance of shape information tieks
like recognition. More recently, manifolds of shapere
introduced at several points in the literature whicodel

shape in ways that appear natural, allowing e.g. fo

calculation of sensible distances between shapanioss,

inserting information about the current view pasitia:
weak prior in the segmentation progdssorder to favot
known outline shapes q.

Diffi culties arise from symmetries and formation of n
contours, which are not captured by current 2D €
manifolds. Results were published in [1].

Outlook & Future Work

Possible future work would includexamining ways ¢
efficiently sample a view sphere in order to minimise
number of needed samples used to model an objdz
is more challenging is the search for better s
representations, allowing for the formation of riplé
connected componen while retaining the benefits o
shape manifold with a sensible metric allowing alst
interpolations. Computation time is also an issue.

Funding: IPA/ZITI

and also for modelling invariance to certain
transformations.

The problem of finding a pose change that an abbje
undergoes given its outline has been tackled befsiag
3D internal object representations. We are exargitiire
possibilities of an internal representation utilsi a
number of outlines from known views, not knowinga
model. In fact, there even appears
psychophysical evidence for humans using 2D outlin
representations for object recognition, not creptia
“virtual” 3D model internally.

Methods and Results

A recently introduced type of representation for giape
was utilised. Shape of a 2D curw : E i~ RF
represented by tangents in the complex number glane
[ e SO g

is

= i+

il )

Only the function paii ™€
the shape of c. A suitable elastic metric is usednable
calculation of sensible distances and interpolatiorhe
view sphere around an object is modelled by stotirey

References:

[1] C. Gosch, K. Fundana, A. Heyden, and C. Schno

View Point Tracking of Rigid Object Based on St
Sub- Manifolds. In Computer Vision ECCV 2008, vo
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The Benefits of Dense Stereo for Pedestrian Detecti

C. Keller, C. Schnorr

] = La L A=

Fig. 1: Dense stereo-based pedestrian detection systeprisarg dense stereo computation, pitch estimatiorrjdor
computation, B-Spline road profile modeling and tipléxed depth maps scanning with windows relateghinimum and
maximum extents of pedestrians.

We present the results of a dense stereo visioedbasin the inner city of Amsterdam (Netherlands). Bessaof
scheme used for obstacle detection in pedestrighe undulated road, many small hills and severekdp
protection applications from a moving vehicle. Densbumps the sequence is challenging for the roadlipgpf
disparity maps allow an accurate estimation ofcwmera system. Additionally the large number of pedestiand
height, vehicle pitch and vertical road profileading to the complexity of the scene challenges the pe@estri
more precise detection of generic obstacles whillhber  detection system. A performance improvement byctofa
passed to subsequent verification stages. of five can be observed compared to a system sati

camera position and planar road surface model.
Background and Goals P P

Vision-based pedestrian detection is a key protitethe ~ Outlook & Future Work

domain of intelligent vehicles. Common stereo-based@he presented system showed the advantages of using
obstacle detection schemes assume that everythimgea dense stereo for pedestrian detection. Further waltk
the ground is an obstacle. Most systems assume tfarus on extending the use of dense stereo astiatten
installed camera to have a static pitch and heightnechanism and pedestrian tracking.

Additionally the road is viewed as a planar surfadeese

assumptions may lead to false detections, espg@all Funding: Daimler AG

hilly or undulating roads. This work demonstratée t

advantages of using dense disparity maps instead of

sparse ones when detecting generic obstacles iaatthe

stage of a pedestrian recognition system.

Methods and Results

Our system uses the available dense stereo infimmnaot
compute the pitch and height of the camera. The step
consists in computing a corridor of a pre-definedtiv
using the vehicle velocity, the yaw rate, the caarezight

and the camera tilt angle. The road profile is espnted

as a parametric B-Spline surface which is fittedhi 3D
measurements. Tracking improves the robustnesheof t
estimation road surface. With the additional roadase
estimation the system can refine the search regions
pedestrians. This leads to a reduction of necessary
computations and improves the overall system
performance.

The proposed dense stereo-based attention mechanism
was tested on a sequence recorded from a movirigl@eh
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An Adaptive Variational Approach to Fluid Flow Esttion

F. Becker, C. Schnorr

gas or liquid with small particles and illuminatiti;em by a laser. The analysis of the recorded énsaguence allows to draw
conclusion on the fluid movement. Right: Resultiedf analysis of a real image sequence using ouoagp. The arrows
indicate the measured velocity of a turbulent fldWe red ellipses visualize the correlation windewirich adapt to the flow
with the aim to increase accuracy.

A variational approach to fluid motion estimatidigsed vectors. Thus, we resolve this interdependency
on cross-correlation, is presented. Furthermore, wermulating a joint optimization problem whi
formulate a sound criterion for the adaption of thesimultaneously computes the velocity and the wir
incorporated correlation windows, with the aim toshapes.

increase accuracy of the velocity measurements. Approved multiscale optimization methods
employed to solve this problem which has tiopar ani
Background and Goals non-convex objective function in both its spimblems
Particle Image Velocimetry (PIV) is an importantExperiments showed that our method can handle stic
measurement technique for industrial fluid flow sfiens. benchmark data as well as turbulent real world §l
Small particles are introduced into liquids or gased act Comparison to approved correlation implementa
as indicators for the movement of the investigatedhowed that window adaption improves accuracy i
substance around obstacles and in mixing zonesDA Zsjtuations with

plane is illuminated by laser light rendering treatjzcles homogeneous ntion and large velocity gradients. T
in there visible to a camera which records two iesagf work was partially published in [1] with the focum
the highlighted area within a short time interv@he image processing, while in [2] we investigate
analysis of the image pair allows to determine thepproach from the fluid mechanic point of view.
movement of particles and with this to measuresieed,

turbulence or other derived mechanical propertiehe Qutlook & Future Work

fluid. For this purpose, we investigate a variasion

approach to the motion estimation task. Furthermae window adaption we did not incorporate any sp

propose a Wlndqw ada_ptlon scheme which dlrectl¥egu|arization terms, although the variational fatations
Ijoi;mlgljlé?nser;[th;ezlsﬂret%elrr:t]rr)r:z}[/r?o;he accuracy of th%Ilows to do so. In this way, physical priors oe fttuid

p : flow, such as incompressibility, can be added taht
Methods and Results improve accuracyThe definition of the error model us
for the window adaption can be refined by addinges
knowledge on the data, such as local particle sg
density or image noise level which can be measa
priori.

For both the displacement estimation asllwas th

State-of-the-art methods for the analysis of Pl\age
pairs select a patch from the first image and mitdh
the second one. Cross-correlation is used as diasiyn
measure which is maximized using discrete searble. T
optimal displacement describes the movement ofltive

in this area. In our work, we formulate the maxiatian
of the cross-correlation measure as a variatior@blpm
and solve it continuously. Special care is takeravoid
local maxima of this highly nonconvex and non-linea

function. The usually employed square correlatiorReferences:

window which select_s the _incc_erorated_ image data iEL] F. Becker, B. Wieneke, J. Yuan, and C. Schna
replaced by a Gaussian weighting function whos@&haariational Approach to Adaptive Correlation for Moti
(size, anisotropy and orientation), can be conislio  gqiimation in Particle Image Velocimetry. In Patt
controlled. An error function models the expecterbre Recognition — 30th DAGMSymposium, vol. 5096

that is caused by data disturbances (sensor niaige, LNCS, pp. 335-344. Springer Verlag, 2(308.

particle seeding etc.), gradients in the motiotdfand the 2] F. Becker, B. Wieneke, J. Yuan, and C. Sch

choice of the window shape. The adaption of th§,aiational Correlation Approach to Flow Measuren
correlation window is then formulated as the miziation | i Window Adaption. In 14th International Symposi

of the error model function. The problem of motiony, appjications of Laser Techmies to Fluid Mechanic
measurement and window adaption are |nterconnect%(_j 1.1.3. 2008,

through the window parameters and the displace

Funding: FLUID project (FP6-513663) in the X8
Framework Program of the European Community
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Parallel Computation of Large Variational Problems

F. Becker, J. Yuan, C. Schnorr
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Fig. 1: Left: Structure of a (very small) discretised a#innal problem. Variables and pixels of the prablenage data are
represented by dots and the square boxes, resggcBhaded regions represent boundary termsaFge problems, i.e. around
1 million variables or more, the problem descriptéxceeds the memory limitations of standard harewright: Coloration
indicates the decomposition into four smaller,iigoverlapping subproblems, which can be disteluto parallel hardware.
However, variational problems incorporate knowledgevariable interconnections, which disallows dlvs the subproblems
independently and thus has to be respected toestisatrwe find a solution to the original problem.

A decomposition method for a general class oODutlook & Future Work

optimization problems is developed with the aim toyext steps include further analysis of the convece
distribute large variational problems to parallatdware. properties as well as the extension to other chas

Background and Goals optimization problems.

Variational approaches are nowadays routinely used Funding: FLUID project (FP6513663) in the Six

many _image processing_ applica_ltions. HO\_Nev_er Witrlkramework Program of the European Community
increasing sensor resolution and in 3D applicatidghs

resulting problem representations can not be hdndle
within the working memory of standard PCs any more.

This necessitates to investigate problem deconiposit References: . .
that can process in parallel large-scale probleitisov- 1] F- Becker and C. Schmt Decomposition

the-shelf hardware. Quadratric Variational Problems. In Pattern Rectigni-
30" DAGM Symposium, vol. 5096 of LNCS, pp. 325
Methods and Results 334. Springer Verlag, 2008.

In our work we consider the fairly general classoffivex
quadratic optimization problems, which includes for
example motion estimation problems with higher orde
regularization. Our aim is the decomposition inteaier
easy-to-solve subproblems, that communicate to atenp
provably the unique global solution. We proposeeghmd

to decompose the objective function of any instaofdhe
considered class into a sum of still convex sulztioms.
The initial problem can then be solved as seversdlligr
independent convex problems and computationallaghe
synchronization steps using dual decomposition. An
extensions is described that allows to improve rrigak
properties of the underlying problem without aherithe
overall objective, hence improving convergence .rate
Furthermore, we can give general results on comverng
rate and conditions of the overall problem withpesg to
the decomposition parameters. We verified the thtexal
results by means of three relevant variational lerab
from image processing. The results were partially
published in [1].
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Variational Representation and Decomposition ofgenk&lows
J. Yuan, C. Schnorr

S

ey

Fig. 1: The first graph shows the given non-rigid flowThe 2nd and 3rd photos show the decompositiorbgfthe classical
totalvariation based regularizar. The last two ttesdecompostion result based on the suggeste@xoagularizar, which

obviously gives the correct decomposition of nadritpws.

In this paper, we focus on vector-valued data and
derive from the Hodge decomposition of image
flows a definition of TV regularization for vector-
valued data that extends the standard
componentwise definition in a natural way. We
show that our approach leads to a convex
decomposition of arbitrary vector fields, providiag
richer decomposition into piecewise harmonic fields
rather than piecewise constant ones, and motion
texture. Furthermore, our regularizer provides a
measure for motion boundaries of piecewise
harmonic image flows in the same way, as the TV
measure does for contours of scalarvalued piecewise
constant images.

Background and Goals

The analysis and estimation of non-rigid image
flows, especially piecewise smooth non-rigid flows,
is a challenge problem in many real applications
such as meteorology, climatology, oceanography.
Recently the variational-based method can formally
give us a powerful multi-scale decomposition tool

of given 2-D flow fields J ‘= Lfi. f2 r. just by
minimizing the following energy functional

min Efu) = -;I;Il-'- - fIF + aR(u)
o -

Where R} is some convex penalty function,
mostly nonsmooth so as to capture flow boundaries.
This optimization approach often results in a multi
scale decomposition of f depending on the scale
selection parameter _. However, the common-used
regularizars, which are borrowed from regularizing
the scalar fields directly, were proved not
effectively. The flow structures are mostly
oversmoothed, especially for piecewise smooth non-
rigid flows. In this project, we suggest the convex
Hodge regularizar [1]

Ry) = ’ Vidive)? + (curlu)? dx ; (1
Ja

which is just the nonsmooth first-order div-curl
regularizar and a counterpart of the classicall-tota
variation regularizar in the decomposition of image
functions.

Methods and Results

The classical Hodge decomposition proposes the
orthogonal decomposition of a given 2D flow u as:

u=VeavVueh, ¢sgun=0, pn=0;

where h is the harmonic flow, i.e. both div andlcur
free. Such orthogonal decomposition basically gives

rise to an equivalent representation of 2D igdr
flows f such that:

fe=(fi. ) == (v h). (2)
With this equivalent representation (2), it is ans
that minimizing the energy functional combi
with the regularizar (1) and the L2 data term
supposes one nonsmooth multiscale decompo
of the given nonrigid flow f such that

f o= 00,0, & (0, 5. 0) + (&, 44,.0))

LC.

f = h&((Vos+ Vi) + Vo, + Vi)
where the flow componer (. (. ftigives the mos
smooth background flow, i.e. pure harmo
background flow h and the flow compon
= (g iy, 0) expresses the largeale part ¢
f. And the last component flowt' := [, , 4., L1
represents the smadtale part of f, which is just t
projection of f to the convex sCa

,i.e.
l .
v o= aremin —lv - A
T wmEy 2
. e L
whereSa is the set oV = Vb + W4ir  sych that
VO(X? + 0(x) < a. (¢.¥) € (HAQ)) . (3)

Then a multi-scale flow representation of
fi=igg hi=h+u+v
is constructed depending on the parameter

l.which is called the convex hodg
decomposition.

Outlook & Future Work

In this project, the multscale convex Hod¢
decomposition is suggested based on the |
nonsmooth regularized optimization problem, wi
can be welladapted for the decomposition
estimation ofhighly nonsmooth fluid flows, such
turbulent flows, multiphase flows, clouds a
ocean flows etc. In furture works, it can
suggested into the variational estimation frame\
of nonrigid flows through image sequences, ant
most recent proposed mel of physicsconsiste
flow extraction.

iar >

Funding: German Science Foundation (DF
grant Schn 457/9-1
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Graphical Models for Object Recognition

J. Kappes, R. Karim, S. Schmidt, C. Schndorr

Fig. 1: Top: Graphical models for different object categsriBottom: Detected configurations of object parte datasets are
Face (left), Human (middle-left), the HumanEva benark (right-right), and human spine (right). Adises are handled by our
approach in a uniform manner.

A new inference-technique for Markov Random Fieldsnathematical point of view. We relax the combine

(MRF) is developed and applied on part-based objecptimization problem to a normnvex quadrat

recognition. In contrast to state of the art alijonis the program. The noneconvex

optimization is done directly on the relaxed ohbjext objective function is divided into the differencé two

function and guaranteed convergence to local minim&onvex functions and optimized by the difference

Experimantal results show that this method is astl@as convex function algorithm (DCA). The DCA solves

good as state of the art methods. none-convex problem by a sdriaof conve
approximations and guaranteed to converge to al

Background and Goals ogﬁma of the relaxedg function. Experimemtgs show

Graphical models constitute a major class for iegand  that this new technique is at least comparableate ©

object recognition in computer vision. We focusgraphs  the art methods [1].

with high connectivity and investigate the inferenc

problem for this difficult case, with a wide rangé Outlook & Future Work

potential applications. The nodes of the graphespond The current work introduces a new class of MRF

to parts of an object and the edges represent depeies inference algorithms. First further steps rele
between the parts, e.g. geometric relation. Examape calculation time are done. Perhaps this framewak
shown in Fig. 1. also be used for other MR#toblems and it is curren
Finding the most probable configuration is thardifity not clear if better convex decompositions existr He
for each part a candidate in the image so thattiegy part-based object recogion we are working on inferen
for this configuration is minimal. The energy for atechniques which can handle hymetges. This enables
configuration x is given by J(x). to include factors of orders higher than two intor

model. This is useful to build for example rotatianc

Aers Fowtie 5 dytn.a scale invariant models for object recognition.

ol " Funding: MarieCurie Research Training Netwc

Minimizing J(x) is very hard for models with non- . o
treestructures. On the other hand tree structuredeta E'\H/lgn-wrlej:r;) 2004905439) and Philips Research Eur

are often not powerful enough to model difficult
problems. We focus on novel techniques to overctbrise
problem. Our main application are human bodies oot
model can be easily used for other scenarios, @asrsfor

faces and the human spine. References: ) _
[1] J. Kappes and C. Schndrr. MAP-Inference for g
Methods and Results Connected Graphs with DErogramming. In Patte

. . . Recognition — 30th DAGM Symposium,olv 5096 o
Exact inference is only applicable for moderatebpem LNCS, pp. 1-10. Springer Verlag, 2008
sizes, and standard approaches like Belief Projoaggét T ' ' '

often stuck in bad solutions and are not satisffiog a
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The 2D and 3D Physically Consistent and Efficieatigtional
Reconstruction of Image Fluid Flow Estimates

A. Vlasenko, C. Schnorr

Fig. 1: The example of reconstruction of sparse and risyectorfields. Left: Sparse and noisy vectordfiel
Middle: Restored vectorfield. Right:aBnd truth.

High-speed image measurements of fluid flows is ameasurements. They accept a wide variety of costr
important part of experimental fluid mechanics an®D and 3D velocity vector fields as input data sete
related areas of industry. Numerous competing nusthoremove the noise in a physically plausible way
have been developed for both 2D and 3D applicationaddition, the methods allow to increase the resmiubl
However, due to various deficiencies of the imageector fields and rea@r missing data fragments. 1
processing fluid flow velocity estimates are oftenexample of such vector field recovery is preseotedrig
corrupted which makes their physical interpretatiorl. This approach essentially exploits the phy
questionable. We present here an algorithm thamsas properties of incompressible fluid flows and does nely
an input vector data set from a wide variety ofupon any particular model of noise. It comprises
experimental techniques and returns a denoiseibmen$  following successive reconstructive steps:

it which is consistent with the laws of continuum

mechanics. Our approach enforces the physicaltateic Step 1: Solenoidal projectionThe decomposition of tl
and does not rely on particular models of noise.aAs input data field d into divergent r_ and divergéee \
result, the algorithm performs well for differeypes of components, i.e.

noise and estimation errors. ved-VaeV,,

Background and Goals

The knowledge of velocity distribution in gaseousda gtep 2: Gaussian filtering. Spectra denoising

liguid media plays a crucial role in investigation$ o R
hydrodynamic phenomena, such as turbulence. Fénrtié‘)erformEd by application of the Gaussian fil 3

image velocimetry (PIV) and Particle Tracking Yg = = ®%
Velocimetry (PTV) are two most powerful velocimetry

techniques which are used in gas and fluid invastgs Step 3: Vorticity rectification.
on a regular basis. The idea of both methods felksvs:
special tiny luminous particles are seeded in tling
medium, this medium is illuminated with high-frequg  here

laser pulses and the position of all particlesesorded . = Vx v,. ande(v.)= curl ((v, - Vv] .
with a high-speed camera which is synchronized with - . = e
laser pulses. Analyzing the positions of the phasic
obtained at two close moments of time one can astim
the velocity of the particles.

o — VAL =y — eVl

This step enforces the physical structures in tbe in
terms of the vorticity transport equation (VTE), emt

“¥u! is the left hand side of the VTE.

As any other velocimetry method, the PIV and PTV

introduce unavoidable errors in the output datalsetase Step 4: Velocity reconstruction.This step converts t
of PIV these errors are often associated with spsri Vorticity denoised at the previous step into vepdy
vectors, biases, or wrong estimates. In case of BB application of the procedure:

output vector field is usually sparse. All thespey of u-fAu=v, -V xw

corruption presented in the measured vector fietdke

their further analysis and interpretation quitepeonatic. ~ 1ne Vector field u is the denoised output. Notet
although the methodmplements the VTE which

Methods and Results nonlinear, the algorithm itself is presented byrftnea
Previously we elaborated two- and three-dimensi¢2@l  partial differential equations and Gaussian filtering.
and 3D) approaches for reconstruction of fluid flowdeveloped algorithm performs well and robust
estimates obtained from any experimerfluid velocity ~ different types of noise and estimation errors.
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The performance of the announced denoising alguarith
has some limitations: if the signal-to-noise ragdower
than some certain value, the vector field can net b
reconstructed efficiently. The error reduction majes of
the algorithm was investigated analytically, ance th
dependence between the input and output signabiken
ratios was determined. The critical value of thgmnal-to-
noise ratios of the input signal at which the rextorction
procedure is still possible has been also estimdthese
results were tested and justified by a number ofierical
runs. The error analysis along with with the result
obtained from previous years reported in [1- 4] ever
summarized in a PhD thesis.

Outlook and Future Work

As expected, the announced method can efficiengly b
used in some TomoPIV applications. In short this
procedure runs as follows: the particle motioneisorded
during PIV experiment by a number of cameras ogiént
at different angles to light plane. Using these gema
obtained by several cameras,

the positions of particles in an experimental domean

be reconstructed afterwards. However, due to
imperfectness of the PIV techniqgue mentioned abthes,
position of some particles can not be accuratelymded.
The procedure of the fluid flow denoising develojhede
can detect and exclude such particles from theyaisalor
they can be used as a ’particle position predidmr'the
next stage of computations. Thus, the combinatibn o
TomoPIV and vector field reconstruction technique
becomes a promising issue for future work.

Funding: DFG priority program “Bildgebende
Messverfahren fir die Stromungsanaly
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Adaptive Cuts for Image Segmentation

J. Wagner, C. Schndorr

Fig. 1: Left: original image, Right: image segmented byanseof iterative optimisation of the continuouspiraut segmentation
and the appearance model in feature space baskd ®GB colours

The research work proposed here focuses on extenefo yields good results, as can be observed in Figvhier
mathematically well understood variational appr@scto comparing the original image, on the left, and
image segmentation (continuous graph cuts) in otoler segmentation (background pixels are shown achl or
widen their scope in view of object category redtign  the right.

and weakly supervised learning. Outlook and Euture Work

Background and Goals Future work to be pursued is to tackle the
A common property of most image segmentatioroptimisation problem, which is highly non convexd
approaches is the considerable complexity of theltieg  non linear so that mathematical statements reggrithie
systems. Although benchmark comparisons are castied convergence of the algorithm can only be made loca
on publicly available data sets, differences of fewcent basis and for a restricted class of initial comaigi.
between recognition rates deliver only limited d@ids

into strengths and weaknesses of different ardites. Funding: Heidelberg Graduate School of Mathema
Another observation concerns the poor quality glife- and Computational Methods for the Sciences

ground segmentations provided by systems that rilyre
achieve the best recognition rates. On the otluer afi the
spectrum, tight convex relaxations have been workefleferences:

recently for the basic Potts model and slight vams and  [1] J. Lellmann, J. Kappes, J. Yuan, F. Becker, @
extensions thereof. While the scope of these appesto  gchngrr. Convex Multi-Class Image Labeling by
segmentation is more narrow, they yield mathemififica simplex-Constrained Total Variation. In X.- Tai, K
sound algorithms with almost no tuning parameters a \jorken, M. Lysaker, and Ka. Lie, eds., Scale Space :
reproducible results. In this context, the reseandik  variational Methods in Computer Vision (SSVM 20!

proposed here focuses on extensions of mathenigtical,o|. 5567 of LNCS, pp. 150-162. Springer, 2009.
well understood variational approaches to image

segmentation [1] in order to widen their scope iewof
object category recognition and weakly supervised
learning. Emphasis is placed on precise mathenhatica
definitions, algorithm design and on minimising the
number of hidden tuning parameters involved.

Methods and Results

The iterative ansatz of alternatingly optimisinge th
segmentation u and the appearance model in fespaee
represented by the parameters p in form of adaptiagh
cuts

pH inf {d(p),u") . (4)
A /

&
Il

A argmin| (d(p**! J.u} +aTV(u) (5)
uwel -
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Learning Based Object Detection in Medical Imaging

S. Schmidt, C. Schnorr

® = GT.Part
& e Det.Part
e oPred.LM

o 2GT.LM

Fig. 1: Left panel: Starting with interest points detecteskt of registered images (top image shows exaohples./neg.
Lindeberg interest points), our method clusterddbiwcandidate part classifiers and then simulteslselects a subset to enter

a parts-based graphical model (bottom shows sample)

Right panel Test image annotated with ground truth anatontamglet landmarks (white dots), automatic localarabf feature
points using learned graphical model (red dotg)eeted position of feature points using grouncti®S warp (green dots),
and prediction of anatomical landmarks using TR&rfrolation with the automatic landmarks (yellowsjo

A method for constructing a part-based graphicatieho the applicability of the model to the task of auatically

for object detection and localization from examiplage

annotating the intervertebrdlscs of the human spine

data is developed. It is applied to the problem oMR images.

localizing anatomical landmarks in medical images.
The part-based graphical model
particularly suited for obtaining robust initialtkans for

We assume that the training ddtas been previous

approach seemsgistered to an atlas coordinate space and thatga

region of interest is available. Thisgion can either |

other registration or segmentation approaches based given as a set of anatomical landmarkattare to b

local optimization, because exact probabilisticeishce
allows to obtain globally optimal model fits.

localized or as a (weighted) mask coverimg @r sever:
image regions, in which the interesting imagaicture i

Our approach is to select good parts from a pool giresent. The latter case is relevant if — athim conte>

candidate features such that they cover a region of an automatic ROI selection system such as [3fhe
interest, or — if target landmarks are known — arenatomical

spatially close to these, to allow a good predictid their
position after the model is fit.

Background and Goals

Our goal is the automatic modeling of the stablagm
parts which are shared by a set of example imaayas,
relevant for the task of localizing anatomical stames of
interest, after co-registering the input imagea tmmmon
reference frame. A variant of our group-wise regifn

loci of interestare learned later |
incorporating user preference, and wely have roug
information where the model should be akdepredic
well by means of a mask specifying interes
foreground.

To summarize, we give an algorithmic overview of
part selection and model generation approach:

1. Detect interest points in each image

scheme was published in [2]. Here, we focus on thg. Map interest points to atlas space (via kn

modelling and learning part.

registration)

As the part-based model should, for computational

efficiency, only include interesting image part, ithose
that are related to a given region of interest et of
anatomical target
combinatorial feature selection problem.

Here, we investigate a novel selection scheme
extracting the graphical model from training dakin to
the facility location problem from the field of ajations
research. With this problem formulation, we caretako
account the spatial distribution of the parts ali agtheir
individual saliency.

Methods and Results

The detector model we use in this context has been

introduced in [1, 4]. It consists of a part-basedpdical
model, representing object geometry by pairwisatiahs
as well as the appearance of the parts, whichptured
using randomizetree classifiersin [4], we demonstrate

3. Form part candidates by cleghg interest poin
spatially

landmarks, we are faced with a

4. Design part classifier for each candidate

for

5. Test part classifiers on hotdt data to assess tt
local performance

6. Select subset of part candidates using fadiitytior
model

7. Construct graphical model from selected parts

Extract geometry model from marginal statis

of pairwise inter-part relations

« Learn feature weights of graphical model u
a max-margin approach (structured SVM)
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Facility location is a well-known problem in opéaats [4] S. Schmidt, J. Kappes, M. Bergtholdt, V. Peka
research, that is underlying the question of witerepen Dries, D. Bystrov, and C. Schn6i®pine Detection ar
a set of facilities (e.g. factories, storage, 8tations) to Labeling Using a PartBased Graphical Model. In Pri
serve a set of clients with fixed locations andegiv 20" International Conference on Information Proces
demands, at minimal cost. By analogy, we seledispar in Medical Imaging (IPMI 2007), vol. 4584 of LCNfp.
(the facilities) that perform well on their own {lolocal =~ 122-133. Springer, 2007.

costsfi. as well as serving well to predict the lagatbf

the target landmarks j (the clients). For the fatiee

assume that spatial proximity enables accurateigiied,

hence we assign cosCij according to the distariee. T

Simple Facility Location model with unlimited faityl

capacities and unit demands vyields the optimization

problem
min "y + tracelC" X) (6)
X
sl Xy<wVj Xe=e
v inleger 0=<X;:=< 1Wij
- 3 / J where
the decision variables ar: = select i;
X, =

fraction of j's demand supplied from site i.

This is an mixed-integer LP that for practical arste
sizes can be solved using standard Branch&Cut rdstho
The selected parts as indicated by y then becomteopa
the graphical model, which is trained as outlinbde.
To predict anatomical landmarks in new images, p@Eya
the graphical model detector to find the locatiofighe
automatically determined parts. Then, we eithertbsse

to condition a joint Gaussian of both anatomical an
automatically selected features, or simply useiraphate
spline (TPS) parameterized by the parts to intetpothe
anatomical landmarks.

The method has been tested on small image databhses
mid-sagittal MRI images of very low resolution (sto
scans). The preliminary evaluation based on 20 é%iag
shows that the overall methodology can be appled t
construct interesting graphical models which tateoant

of several localization target points or regionswdver,

its predictions are not very accurate. The obtajesition
estimates however could serve as input to robustly
initialize finer-grained models based on local skar
Quantitative results for larger image databases$ lél
reported in a future publication.

Funding: IPA, Philips Research Europe (Hamburg)
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Convex Models and Global Optimization for Image
Segmentation and Labeling

J. Lellmann, D. Breitenreicher, J. Kappes, F. Beak&. Schnorr

L T -y

oy v ' Oy Ly ¥
Fig. 1: Application of the proposed approach for findirgiimal partitions.
Left: Original image. Center: Selection of seedaeg by the user.
Right: Histogram-based multiclass segmentation. drlggnally combinatorial problem is relaxed to@wex problem and
solved globally optimal using specialized algorithrithe spatially continuous framework avoids diszagion-based artifacts
and allows to obtain solutions with sub-pixel acoyr

In this project, we study approaches to constrocvex Methods and Results )

formulations of variational problems in image pre&iag. The task of segmenting the imad) < Bd intvera
We focus on pr_oblems that can be approxima;ed t}}égions #..... P11 can be posed as findindaheling
convex partitioning problems on continuous IMagg - tionu : 62 — (1..... 111 minimizing )
domains. Using specially developed algorithms, géhes -

problems can be globally optimized even for verpeyal infl I Ll ), sx Wil 4+ S, Wi
data terms, which allows to clearly separate madedind ==l i _Igy
optimization effects. where 5 © £ — 2! constitu the local data fideli

Background and Goals term, and the regulariz_er-“-"r?' emes a certai
S A smoothness of the boundaries.
One_ .Of. the key problems in image analysis is thg way to solve this originally combinatorial prolies to
partitioning problem. Here one seeks to decompose dllow intermediate solutions, i.ta relax the constraint ¢
given image domain 2 € BY into several regionsygu : £ — A;.. where A; is the timensional un
according to some data consistency and spatialreobg  simplex. By a suitable extension of the regularizerthis
constraints. enlarged feasible set, one obtains a relgretlem. Fror
the solution of the relaxed problem, an approximedad
Classical applications include image- or 3D volumen the case of two labels, exact — solutidrthe origina
segmentation and 3D reconstruction. In many cases tproblem can then be recovered.
resulting problems can be formulated as convexhis is particularly appealing in cases where J be
optimization problems, which allows to solve them t extended in a convex way, siriteen the overall proble

global optimality. Any undesired or unexpected lssu can be solved to global optimality without putially
can thus be attributed to the model, which is arcle getting stuck

advantage for model development. in local minima [4].
It is therefore of central importance to charaet
Moreover, using a lifting technique [1], many onglly  regularizers for which such extémss exist, and °
non-convex variational problems such as imag@rovide ways to construct such extensions. Wéei$ on
registration and optical flow can be reduced tohbig class of regularizers where jumps between latzeks
dimensional convex partitioning problems. penalized differentlaccording to an interaction poten
_ _ o ] d, i.e. boundary length weighted by some scél(i. j!
In this project, we focus on deriving convex reldomas depending on the labels i anaf the adjoining regior
for pgrtitioning problems and developing eﬁicient(Fig_ 2). In [2] we considered thepecial class «
numerical solvers. Euclidean distances, which are naturally handigdhe
) above model. Non4klidean distances can still
In contrast to grid- or graph cut-based methods, Wepproximated by offhe solving an auxiliary convi
consider the problem in the functional-analytiavieawork problem.
and from a spatially continuous perspective, ieregard ynder several reasonatassumptions on the regulari:
the image domain as a connected set rather thamite f \ye showed that any interaction potential must eetxic
set of individual points. In contrast to “discretifirst” [5]. In addition, we extended an existing result [1tow
approaches, this “analyze first” approach allowgeéda pow a regularizer can be constructed famy sucl

deeper insight into the underlying problem, obtsib-  interaction potential This completely characterizes
pixel accurate solutions, and abstract from inaaties c|ass of interaction potentials.

caused by the discretization.
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Fig. 2: Left: Effect of choosing nonstandard interactiotemtials. The original image (left) is segmente ih2 regions
corresponding to prototypical colors vectors. Bydifyong the interaction potential, the regularipatistrength is selectively
adjusted to suppress foreground structures whievadg for fine details in the background. Such ssandard regularizers
require special tehniques in order to formulatertte a convex way.

Right: Mumford-Shah denoising of a grayscale image (lethg a nonconvex regularizer to remove fine stines while
preserving hard edges (right). Using a lifting teiglue, many similar variational problems can berfalated and solved in the

considered framework.

Regarding optimization, the model (7) can be posed
as a (convex-concave) saddle-point problem. We
studied several methods to solve such problems,
with a special focus on primal-dual methods that
allow to solve the problems to a prescribed acgurac
and provide optimality certificates [5]. Compared t
existing methods, the proposed Douglas-Rachford
method is robust and works on many synthetical and
real world problems without further parameter
tuning. When combined with an improved rounding
technique, the approach allows to recover very good
solutions of the original combinatorial problemhwit
sub-pixel accuracy, and without the staircasing
artifact commonly encountered with graph-based
methods.

The quality of the segmentation can be further
improved by employing tighter relaxations of the
regularizer. These pose a problem for existing
methods, as they require to iteratively solve inner
problems at each step. In [3] we demonstrate how
this can be avoided, increasing numerical robustnes
and speed at the same time. The proposed technique
also works for a large class of general image
processing problems that can be formulated in
saddle-point form (Fig. 2).

Outlook and Future Work

A promising direction is to study how the recovery
of true discrete segmentations from the solution of

the relaxed problems can be improved. In contrast
to the binary case, there are no known
approximation  results for the  multi-class
formulation in the continuous framework.
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Relaxation and Inference for Discrete Graphical ®lsd

J.H. Kappes, C. Schnorr
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Fig. 1: Highly idealized illustratior!
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of the polytopes @fiéar programming relaxations of the integer pnobigeft) The

marginal polytope M(G)!  leads to an exact relaxatioihe corresponding integer problem, but the nunobénteger
vertices (black) of the polytope grows exponentigh the number of variablegRight) The local polytope-.'[.':fr I'l" on the
other hand can be represented by a polynomial nuofli®nstraints but contains additional fractatie® (grey)(Middle) To
reduce the number of fractal vertices we consimethods using tighter polytopes, which are congtdias the intersection of

lifted simpler polytopes.

Discrete graphical models can be wused to
conveniently represent many real world problems.
Inference based on such models leads to
combinatorial optimization problems that are NP-
hard in general. Suitable relaxations leads to
problems that facilitate inference yet closely
approximate the original problem. Our current
research concerns the derivation of such relaxsition
by decomposing the inference problem into a set of
simpler subproblems, and the design of
corresponding algorithms. In many research areas
graphical models are an important tool for the
mathematical description of problems. They
represent statistical relations and assumptiona in
convenient form and express dependencies between
qguantities of interest in comprehensible way.
Computational inference using such models is often
quite complicated, however.

Tree types of inference problems are from mayor
interest,

i) Marginalization:

||'Il1,||'|'|:| ""‘-.
P—
.

el YAV

i) Learning:

iF = arg lrl.ﬁ_l | ol " i)

ii) Calculation of Modes:

x" E arg max ., plxlfd) or
x" € argmin, ., Jix#h

"The true topology of high dimensional polytopes can not be illustrated
lincar depended. which will not be true in higher dimensions.

The objective functionsP")  oJ(-) parametrize
by the vector_, factorize according to a graph

G = (V, E) through subsef(G) of the powers
(V) into

.;.Il..l  y il

plajfi) = ] |
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The main focus our work lies on the minimiza
task in thethird problem. For more details ¢
applications see [2].

Even if exatinference is theoretically out of rea
mathematicallysound approximations can often
derived, leadingo bounds for the unknown solut
of the original problemand, in turn, possib
certificates for global optimality solutionto
approximate problems.

While inference on second order models, tha
models for which eachC € CIF) contains nc
more than twoelements, are standard nowad
inference algorithms fohigher order models &
rare. This might be caused Hgck of suitabl
representations of such models as welihaslarge
computational complexity. We developed a C++
library (openGM) [1], which is able to deal w
arbitrary discreteenergy or density functions &
provides inference algorithm$or such model:
Arbitrary in this context means thate are neithe
limited to the number of states of each variaie

to the order of the potential functions.
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Methods and Results References:

In previous work [2] we introduced an A_-searchimoet [1] B. Andres, J. Kappes, U. K'othe, C. Schnorr &
for exact inference, which for larger problems bees Hamprecht. An Empirical Comparison of Infere
too time consuming, however. We therefore decompod¥gorithms for Graphical Models with Higher Or
the problem to accelerate inference. Factors Using OpenGM. In Pattern Recogn
Moreover, an approximation to the intractable iefee (PAGM'10), vol. 6376 of LNCS, pp. 353-363pringer
problem can be formulated in terms of a two-leve 010. . )
optimization procedure, where at the lower levégience [2] M. Bergtholdt, J. Kappes, S. Schmidt, and Chi&ur
on tractable substructures is carried out, whikertiaster A Study of Partased Object Class Detection Us
program at the upper level combines these parti&omplete Graphs. Int. J. Comp. Vision, 87(1-2)BB~
solutions via dual variables. 2010. . )

Additionally, the objective value obtained at thpper [3]J- Kappes, S. Schmidt, and C. SchnBRF Inferenc
level yields a bound of the original (intractabiijective Py k-Fan Decomposition andTight Lagrangia
function, whose optimization through dual variabled¥€laxation. In Computer VisionECCV 2010, vol. 631
possibly meets the value of some locally compute@f LNCS,pp. 735-747. Springer, 2010.

optimum, thus providing a certificate that thisioptm is

indeed a global one.

It is well known, that the integer program can be

reformulated into a linear program

mih S = mun (o, ph
i 1 p A

where MIG) contains an intractable number of linear
constraints in general. In the standard relaxatibe
marginal polytope is replaced by the local polyteyech

can be represented by a polynomial number of linear
constraints, but contains additional fractal vesiclf the
solution of this relaxed LP is integer the globatimal
solution of the integer problem is found, otherwibés
gives only a lower bound on the minimal energy and
rounding schemes have to be applied to obtain egyént
solution.

A major difference of our work [3] to related resdais
that we can deal with particular cyclic subprobleffisis
leads to tighter approximations than those commonly
applied in the literature.

As llustrated in Fig. 1 the corresponding polytepe
contain less fractal nodes and increase the priityatni

end up in a integer solution. However, as we sh@wa[
suitable choice of the decomposition is often more
promising than just using more complex subproblems.

Outlook and Future Work

As so far decompositions are manually selected, we
currently working on full-automatic selections basen

the structure and/or the objective function of thedel.

The mayor drawback of sub-gradient methods us¢d]in

is that a suitable choice of the stepsize is nom&lt but
essential for fast convergence. Therefore we will
investigate alternative methods for stepsize/update
calculation

In another line of research we are looking for &tgmns,
which consider also tighter relaxations but avaitVisg

the non-smooth dual problem.
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Discrete Tomography for Particle Image Velocimetry

S. Petra, C. Schnorr, B. Wienecke (LaVision, Gogen), S. Gesemann,
A. Schroder (DLR, Gaottingen)

Fig. 1: Left: The working principle of TomoPIV; (a) Seeding paes within the measurement volume are illumindigc
pulsed light source, and the scattered light patterecorded simultaneously from several viewiitgalions using CCD
cameras. (b) The 3D particle distribution (the ob)jés reconstructed as a 3D light intensity disttion from its projections (2D
images) on the CCD arrays. (c) The particle desmigent (hence velocity) within the interrogatiotue is then obtained by
the 3D cross-correlation of the reconstructed plartiistribution at the two exposures.

Right: Recovery via a standard TomoPIV measurement syterrersus recovery via the improved measuremestes (e). (d)
Success and failure empirical phase transitionhfeistandard measurement system along with thes prassition for the
optimal measurement system from the viewpoint oft8& Gaussian ensemble) scaled by factor 0:1 édiashirve). (e) Success
and failure empirical phase transition for the ioyad measurement system along with the phasetican&r the Gaussian
measurement ensemble scaled by factor 0:4 (dasHeelyesults indicate that at least a three tine#eibreconstruction
performance is obtained within the considered raridmage resolution. For the analytical phaseditaons for arbitrary high
resolution (parameter d) see [2, 3].

We study the discrete tomography problem irseverely ill-posed, and both the mattatical analysis ar
Experimental Fluid Dynamics — Tomographic Particlehe design of algorithms fundamentally differ frahe
Image Velocimetry (TomoPIV) — from the viewpoint of standard scenarios of medical imaging. Oseaech wor
Compressed Sensing (CS). The problem results iii-an addresses two major open problems:

posed image reconstruction problem due to

undersampling. lll-posedness is also intimatelynemted 1. A crucial parameter for 3D fluid flow estimati
to the particle density. Higher densities ease emsnt from image measurements is particle del
flow estimation but also aggravate ill-posednessthaf (sparsity). The illposedness of tl
reconstruction problem. A theoretical investigatafrthis reconstruction problem is aggravated by hi
trade-o_ is studied in the present work. particle densities. On the @th hand, highe
densities are desirable since they increas
Background and Goals resolution and measurement accuracy.
Among the different 3D techniques presently avéeidor thorough theoretical investigation of this trade-
measuring velocities of fluids, Tomographic Paeticl 0_ phenomenon is studied by the authors i
Image Velocimetry (TomoPIV) has recently received 3].
most attention, due to its increased seeding demsih o .
respect to other 3D PIV methods. This, in turn,bées 2. Another major issue concerns problem size
high-resolution velocity field estimates of turbuiélows compuation time. 3D problems and,
by means of a cross correlation technique. TomoBIV particular, timedependent 3D problems rec
based on a multiple camerasystem, three-dimensional considerable computational resources. Spi
volume illumination and subsequent 3D reconstruction, enforcing optimization criteria and algorith
see Fig. 1. TomoPIV, in contrast to medical imaging are investigated by the authors in some det
employs only few projections due to both limitectiogl reveal pros and cons from the pmsstive o
access to wind and water tunnels and cost and enihpl TomoPIV, see e.g. [1].

of the necessary measurement apparatus. As a
consequence, the reconstruction problem becomes
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Methods and Results References:

The reconstruction of particle volume functionsnirgew ~ [1] S- Gesemann, D. Schanz, A. Schroder, S. Parndc.
projections can be modeled as finding the sparseSEhnOrr. Recasting Tomo-PIV Reconstruction
solution of an underdetermined linear system ofonstrained and L1-Regularized Nbimear Leas
equations, since the original particle distributican be >duares Problem. 'In Proc. of 15th Internatio
well approximated with only a very small number ofSymposiumon Application of Laser Techniques to Fl
active basis functions relative to the number ofgite Mechanics, 2010. .

particle positions in a 3D domain. In general tearsh [2] S Petra and C. Schndrr. TomoPIV nse€pmpresse
for the sparsest solution is intractable (NPhandyyever. S€nsing. PUMA, 20(1-2):49-76, 2009.

The newly developed theory of Compressed Sensir{é] S. Petra and C. Schndrr. TomoPIV Meets Compxkss
shows that one can compute via *1-minimizationiredr ensing. In ICNAAM 2010: Ir_]ternatlonal C_onferencfe o]
programming the sparsest solution for underdeteschin Numerical Analysis and Applled Mathematics, vol812
systems of equations provided that the measuremepftAlP Conference Proceedings, pp. 1737-1739, 2010.
ensemble (the coe_cient matrix) satisfies certain

conditions. Testing these conditions on generiaioed is

often harder than solving the underlying combiratof-

problem as it also implies solving a combinatorial

problem which is intractable given the huge

dimensionality of the measurement matrix within the

TomoPIV setting. However, we showed in [2] that all

currently available recovery conditions predict an

extremely poor performance of the TomoPIV

measurement ensemble when we restrict to a simgle b

realistic setup geometry. On average, such matrices

perform approximately ten times worse than the Gians

ensemble which is optimal in the sense that itwalo

maximal sparsity such that for all less sparseorsatxact

recovery is still guaranteed. However, when wehglg

perturb the entries of such a degenerate measutemen

matrix we can boost both worst case and expected

reconstruction performance. Then the particle dgmsin

be increased by a factor of three while presentimng

number of measurements.

Outlook and Future Work

We currently study the tomographic problem of
reconstructing particle volume functions from trenegral
viewpoint ofcompressed sensing. In a nutshell, we show
that the TomoPIV problem is quite degenerate from t
viewpoint of compressesensing, thus leading to poor
performance guarantees. On the other hand, the
probabilistic analysis of [2] yields average pemfiance
bounds that back up current rules of thumb of ez

for choosing particle densities in practice. Moregv
simulations demonstrate that slight random pertioha

of the TomoPIV measurement matrix considerably boos
both worst-case and expected reconstruction pesiace
This finding is interesting for CS theory and fbetdesign

of TomoPIV measurement systems in practice. Oukwor
aims at pointing out connections between the fiaéls
compressed sensing and discrete tomography in ooder
stimulate further research.

Funding: DFG, grant SCHN457/11-1
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Model-Based Multiple 3D Object Recognition in Rarigga

D. Breitenreicher, C. Schnorr

Fig. 1: Visualization of an industrial scenario motivatiogr work (left). A laser scanner is mounted omadr axis and records

the scene containing multiple objects randomlymabéed in a bin. Substantial self-occlusion, no@e unstructured sparse
measurements render the task of multiple objeetatien and registration difficult (right).

We study an approach to detect and align multipld© this end, we adopt theasis pursuit approach basec
instances of industrial 3D objects in unstructuredsy = convex programming. The *“dictionaryfn our cas
range data. This approach is based on a two-staggrresponds to a sample S of the Euclideamifold an:
procedure, where the first non-local processingestakes the corresponding object instance ¥re &,
all data into account and computes in parallel iplelt Formally, this dictionary becomes quite large. Yetar
localizations of the object along with rough postéreates be shown that by inspectinthe optimality conditio
while the second stage calculates accurate reiistssfor  beforehand, the convex optimizatigroblem can L
all detected object instances individually by usingal considerably reduced such that applying a statb®é#ri
optimization. Both stages are designed using ad@ncsolver computes the solution in a few seconds dFiig.
numerical techniques, large-scale sparse convexpproach delivers a sparse solution thateatifiely
programming, and second- order geometric optinumati resolves conflicting object hypotses due to mutual
on the Euclidean manifold, respectively. overlapping supports while obtaining both thenter o
Background and Goals det_ected objects and an estim_at_e oirthese [1]. As thes
estimates are related to the finite set S ofptasnof th
We focus on computer vision techniques for indabtri Eyclidean manifold, theircauracy is necessarily limite
arbitrary, rlgld 3D ObjeCt are randomly assembted bin. second processing Step. Speciﬁqa"yased on tfr
A laser scanning device acquires unstructured ansyn jpjtializations, we optimize each pose indivally by
point measurements. The objective is to detecaliBli continuous geometric optimization on the Euclic
and to determine accurately the pose of the objeghanifold SE(3), using an objectifenction that does n
subsequent tasks, such as picking individual objbgta second-order approximations for fast convergembée
robot. In this context, we focus on the followingproviding a sufficiently broad basin of attractidha
requirements: enables to converge to the correct local minimum [1
e« The approach should not rely on properties of
specific objects, such as the geometry of flafPutlook and Future Work
disks, for instance. Rather, we only require af\ithough the presented appobais designed to han
input a sparse point sample of the object'single rigid models, it can be extemddo cope wit
surface, obtained from a CAD model if multiple rigid object models straightforwardlfurthe
available or by direct measurements if not. Thisvork includes to workout criteria for selecting t
enables flexible adaption to novel scenarios byliscretization of the posgpace automatically. Too coa
nonexperts as user. discretization yields inaccuraigitial pose estimates f
*  Numerous ambiguities due to object symmetriethe subsequent geometric optimization praced Toc
and occlusion require a non-local contextuafine discretization leads to unnecessarilygéa probler
first processing stage in order to reliably detecsizes. A convenient feature for the usaréiore would b
multiple object instances and rough posdo derive this pameter from given object mod
estimates. The latter should be sufficientlydirectly.
accurate to avoid problems with local minima of
subsequent pose estimation which is arFunding: VMT Vision Machine Tech
intrinsically non-convex problem. Bildverarbeitungssysteme GmbH
e The subsequent numerical pose estimation
should adequately take into account the
geometry of the manifold of Euclidean References:
transformations so as to minimize the number of[1] D. Breitenreicher and C. Schnérr. Modase
iterations while having a large basin of Multiple Rigid Object Detection and Registratian
attraction to the correct local minimum. Unstructured Range Data. Int. J. Complision,

Methods and Results 67180602/

Given point measurements of the scene, we wisletiectd [2] D. Breitenreicher and C. SchndRobust 3D obje:

in parallel object instanci@y  and determine rougFegistration  without explicit correspondence usi
estimates of their pos ¥r. = 1.2...., as input forgeometric integration. Mach. Vision Appl., 21(5)160

the subsequeregistration stage refining these estim: 611, 2010.

2010.URLhttp://www.springerlink.com/content/v266 273
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Recent Advances in Multi-Cue Pedestrian Classiboat

M. Enzweiler, C. Schnorr
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Fig. 1: Mixture-of-Experts framework overview. (left) Mislevel object representation comprising Mixtureéperts on pose-
level, modality-level and feature-level. (rightMiew-related models specific to fuzzy cluste Fe wsed for classification.
The models consist of sample-dependent clusterspaiod multi-modality / feature discriminative edgevhich are learned
from pedestrian (clasiwn. ) and non-pedestrian (ci3samples x.

This work addresses the problem of recognizingnd multi-level (multimodality / multfeature) expe
pedestrians in images acquired from a moving cammera classifiers. In the ofine application phase, cluster pri
real-world environments. We propose a multi-levelare computed using shape nang and used to fuse f
Mixture-of-Experts framework which involves locabge- multi-level expert classifiers to a combined decisioe
specific expert classifiers operating on multipfeage Fig. 1.

modalities and features. In terms of modalities, we

consider gray-level intensity, depth cues derivesimf For pedestrian classification, our goal is to datee the
dense stereo vision and motion cues arising fromsele class label®: of a previously unseen san%i |aVe mak
optical flow. We furthermore employ shape-baseda Bayesian decision and assic® to the clash wit
gradient-based and texture-based features. highest posterior probability:

Background and Goals

In recent years, a multitude of (more of less) edéht
feature sets has been used to discriminate pealestri
from nonpedestrian images, see [2]. Most of theatufes  \ve decomposd™ wnlx;:). the posterior probability that

operate on intensity contrasts in spatially ret#dclocal given sample is a pedestrian, in terms of the K clu
parts of an image. In human perception howeverthdep W, -

and motion are important additional cues to supploject

recognition. In particular, the motion flowfield @n . R :

surface depth maps seem to be tightly integrateth wi Flevaiv = & POF R I ooV x0) ()
spatial cues, such as shape, contrasts or color. i

wy = argmax,, Plog) (8)

Methods and Results = 3wl (1o

e
To that extent, we present a Mixture-of-Experts =~ .
framework for pedestrian classification that conesifour ~ ''FéX:)  represents a sampiiependent clust
modalities (shape, intensity, depth and motion) tmde  membership prior for% . We approximat (")
features, i.e. Chamfer distance, HOG (histograms afsing a sampledependent gating P func#k{X:). with
oriented gradients) and LBP (local binary pattef@sy]. 0 < wyix;) < 1 and Liwe!%:) =1 which is derive
- - » "

T g o shape mathes 5,4 Pl¥i. ) represent
subspace’of the problém and make a combined decisi cluster-_specmc probability that given _sample XIS

. e cﬁ)edestrlan. Instead of explicitly computing
We follow a multi-level approach by utilizing exper Plon¥ | - o )
classifiers on pose-, modality- and feature-leved® Fig. Tk Xi we utilize an approximation given by a
1. The local experts are integrated in terms of gf multi-modality / multifeature discriminative mode
probabilistic model based on fuzzy view-relatedstiting Hi. The classifier outputsHi(%! can be seen
and associated sample-dependent cluster priorandbar ~ approximation of the clustapecific  posteric
K view-related models are trained in an o_-linepste  probabilities e e %01
discriminate between pedestrians and non-pedestrian
These models consist of san-dependent cluster prio
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Our approach has a number of advantages comparedclmmponent. This degree of visibility is determinky
fusion approaches using a joint feature spacet,Fitg  examining occlusion boundaries in depth and m
individual expert classifiers operate on a locavdo space. Occlusiodependent component weights t
dimensional feature subspace and are less prone foxus the combinediecision of the classifier on 1t
overfitting effects. We do not need to applyunoccluded body parts, see [1].

dimensionality reduction techniques to robustlyrtraur

classifiers. Compared to multi-feature boosting-unding: Daimler AG

approaches, we also do not require techniques pthe&
multi-dimensional features to a single dimension.

) ] References:

Second, our Mixture-of-Experts framework alleviates[1] M. Enzweiler, A. Eigenstetter, B. Schiele, abd M.

practical problems arising from the use of largé Bigh-  Gayrila. Multi-Cue Pedestrian Classification With Pa

dimensional datasets. Some authors reported thssicRl  Occlusion Handling. In Proc. IEEE Conf. on Computer

machine learning techniques do not scale-up (oatiped  v/ision and Pattern Recognition (CVPR), 2010.

terms) to the use of many tens of thousands of-higho] M. Enzweiler and D. M. Gavrila. Monoaai

dimensional training samples, due to excessive MeMOpedestrianDetection: Survey and Experiments. IE

requirements. In contrast, the local expert clessifin  Transactions on Pattern Recogniton and Mact

our framework are trained on a lower-dimensionalntelligence, 31(12):2179-2195, 2009.

subspace alleviating memory requirements. As altresu[3] M. Enzweiler and D. M. Gavrila. Integrated Pstiian

more complex classifiers and / or a larger amount Classification and Orientation Estimation. Pmoc. IEEE

training samples can be used. Conf. on Computer Vision and Pattern Recognition

o L _ (CVPR), 2010.

Athird issue is training time, which can be on dnder of  [4] M. Enzweiler and D. M. Gavrila. A Multieve!

weeks on current hardware, particularly for boastin \Mixtureof- Experts Framework for  Pedestr

approaches. In our approach, training times ar@llysu Ciassification. Submittetb IEEE Transactions on Imz

faster, given the lower dimensionality and inherenpygcessing, 2010.

parallelism of training multiple local experts 5] Cc. G. Keller, M. Enzwiler, M. Rohrbach, D.

independently at the same time. Llorca, C. Schnérr, and D. M. Gavrilfhe Benefits ¢
Dense Stereo for Pedestrian Detection. Intellic

Our experiments are designed to evaluate the differ Transportation Systems, |IEEE Transactions on, 2(
levels of the proposed Mixture-of-Experts framewsde |SSN 1524-9050.

Fig. 1, both in isolation and in combination, toaqtify
the contribution of the individual cues to the alkr
performance. We use the publicly available Daimler
Multi-Cue Pedestrian Classification Benchmark dattas
(intensity, dense depth and dense motion sampéss),
introduced in [1].

Our results show a significant performance boostpfo

a factor of 42 in reduction of false positives ahstant
detection rates over a state-of-the-art intengitly-o
classifier using HOG features and linear SVM
classification. We identified the use of multipledalities
(intensity, dense depth and dense motion samptef)ea
most benefiting factor for overall performance.

An extension of the proposed Mixture-of-Experts
framework involves applying the pose-specific natof
the model towards single-frame estimation of petest
body orientation. Unlike previous work which addved
classification and orientation estimation sepayategith
different models, our method involves a probabdist
framework to approach both in a unified fashion. Wge
the set of view-related expert models not only for
classification as in , but also to approximate the
probability density of pedestrian orientation. Sé&mp
dependent priors are integrated in a Bayesiandasdnd
the approach scales-up to the use of multiple casneee

[3].

Additionally, the multi-modality representation cdre
exploited for partial occlusion handling of pedists.
Occlusions manifest in discontinuities in depth and
motion space. This representation involves a set of
component-based expert classifiers trained on rfestu
derived from intensity, depth and motion. To handle
partial occlusion, we compute expert weights thet a
related to the degree of visibility of the assasmiat
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Pedestrian Path Prediction and Action Recognition

C. Keller, C. Schnorr

i o, b w
Derse Flow

Fig. 1: Pedestrian path and action prediction. (left/A®fil) the pedestrian stop or walk. (left/bottom) @view of the proposes
system using motion features and a probabilistijettory matching to predict the action and fupmsition of a pedestrian.
(right) System output illustrating the availablgumh data and system derived decision.

Future vehicle systems for active pedestrian safétly
not only require a high recognition performance;, &lgo
an accurate analysis of the developing trafficatian. In
this work a system for pedestrian action clasdifica
(walking vs. stopping) and path prediction at shorte
intervals (< 1 s) is presented. Apart from the wfe
positional cues, obtained by a pedestrian deteater,
extract motion features from dense optical flowe3é
augmented features are used in a probabilistiedi@jy
matching and filtering framework.

Background and Goals

Strong gains have been made over the years in uimg o
pedestrian recognition performance.
initation of a emergency vehicle maneuvre requiaes
precise estimation of the current and future pasitf the
pedestrian with respect to the moving vehicle. Xal&on
of, say, 25 cm in the estimated lateral positionttod
pedestrian can make all the difference betweemaéct”
and an “incorrect” maneuver initiation.
challenge is the highly dynamic behavior of pedast,
which can change their walking direction in an amse,

However, thqJ € [0,7]

velocity and yawrate measurements from onboard se
data. Motion features involve a lodvmensione
histogram representation of optical flow. Meas!
pedestria positions and motion features are subseqt
used in a trajectory matching and filtering framea
From the filter state and information about thesslmbel
of the matched trajectories, a future pedestriasition
and action is derived.

To captue motion differences between torso and leg
detector box is split into an upper and lower bol- Fo
each sulbox the median box motion is removed
compensate the pedestrian ego motion. Res
orientation vectors ¥ = [Ve.v]"
using their 360°

contributions are weighted by

orientation.  Bir

their
W o= ,"‘.'1-: + 1_-:

and resulting histograms are normalized with thenloe
of contributions. A feature vector is formed

One  majoryy concatenating the histogram values and the m

flow for the lower and upper box. The first thre€A
dimensions with the largest eigenvalue are usefinat

or start/stop walking abruptly. As a consequence,siograms of orientation otion (HoM) features.

prediction horizonts for active pedestrian systeans
typical short; even so, small performance improvetsie
can produce tangible benefits. Accident analysiswsh
that being able to initiate emergency braking Osl®4
frames @ 25 Hz) earlier, at a Time-to-Collision0d66 s,
reduces the chance of incurring injury requiringsical
stay from 50% to 35 %, given an initial vehicle speof
50 km/h.

Methods and Results

We present a system for pedestrian action claagiic
(walking vs. stopping) and accurate path predictiom a
moving vehicle, at short time intervals Fig. 1. feees are
extracted from dense stereo and dense optical data
computed over the bounding box returned by a pedast
detector. Lateral and longitudinal
pedestrian is obtained with the center of the detdmox
and median disparity values inside the box, resgyt

Vehicle ego motion is compensated by rotation anc

translation of positions to a global reference paising

position of the

Pedestrian trajectories X are represenigidg the ordere
tup|es X = tf.i'[. Pl ouay {.‘1.'_?\! vl )} For everz

timestamp fi  the stati consists of the lateral a
longitudinal position of the pedestrian with redptecthe
vehicle and additional features extracted from oz

flow. For two trajectories A and B the QRLCS metric

distorics(A, B) € [0 1] s ysed to find t
(partial) translation and rotation parameters firw
optimal assignment and matching distan€ven

J’1"".Il:r

probability that a future pedestrian state @1
T =1+ AT occursis computed by

motion history up to the current time step t,

pldriMy) = nppMy|Y)

[ pCY Y pOY M) Y,y

are assigned to bins

magnitude



with a normalisation constai’7  and the currenes'¥,

which represents a sequence of trajectory poirmisiding
position, optical flow features and its history ove
temporal sliding window with a manually defined rfagn

of time steps d. plor'F,)

observing a future stat dr , and is determined filoen

motion database. The distributionr}l‘GJI“'Jrl'”'i-'I is
(5]

represented by a set of samples or parti({LFr Is

which are propagated in time using a particle rfilte

(=)
Therefore, each partichq'ir
for the current state. From a training trajectoayatbase a
binary search tree is constructed using keys derikam
motion features. Predicting the particle filter tetas
performed by a probabilistic search in the binaeg tand
a lookup for the next state in the trajectory daseb

The distribution P(0M 1::['¥;)

that the measurement trajecto -':'f'-'l
when the model trajectory is given. In the contekt
particle filters, this value corresponds to thegheiof a
particle and is computed by

d'StQHCI Snormalized to a weight

45

1} — I - [ji!il.‘_}p'{']_s

(%]
for each particlequ
of the assumed current pedestrian state with adgress

likelihood. An estimated state'[Il.r—
pedestrian state in the future is derived by logkitead

(%]
on the associated trajectories for the currenﬂaqur .

is the probability of

represents a sub-trajecto

and the class Cw where the pedestrian contin

L1
walking. For the predicted object ste I I' derived usin

{{I}I'l':II

t

cluster members-IL
A

drnthe correspondir

weight — F the stopping probability is approxima
using:
(0
i w
~@ " "cC P
p(C,|L) = — .
S o Wy + 5 o w!
'—-'D; eCys P -'—-dlg eCw P

[:’erformance of the proposed system has been cod
to a Interacting Multiple Model Kalman Filter (IMM¥)
and human test subjects. Human estimates o
pedestrian action clasoutperforms current methods.
proposed system dominate the classification acy
compared to IMMKF at all times. An accuracy of 0:8

represents the likelihoodclassifying the correct pedestrian’s action is heac57!
can be observdBs before a possible standstill by the human ariiri8

by the proposed system; it is only reached afte
possible standstill with IMMKF baseline metho

the QRLCS valudRegarding the path prediction accuracy, our sysesu

to a siginificant lower position error, especiafior large
prediction horizons, compared to the IMM-KF.

Funding: Daimler AG

. Each particle is a represemtati

References:
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representing thé/l. Gavrila. Active Pedestrian Safety by Autom

Braking and Evasive Steering. |IEEE Transaction:
Intelligent Transportation Systems, 2010.
[2] C. G. Keller, M. Enzweiler, M. Rohrbach, D.

This results in many hypotheses which are compedsa Llorca, C. Schnérr, and D. M. GavrilThe Benefits ¢

using the mean-shift algorithm. Local densities af
(5

predicted state"I]'.r are estimated by constructing

kernel over each state and iteratively

shift the states towards higher densities usingntiean
shift vector

Anl] \LLEPR L B |".I}-'(:_4'I3rzl 2
=18y wWp U= (s)
[F3] [F1] = T

I e T
Zicy wp 8U-SEIP)

[£1]
fn!r.,:a(lﬂj; ) =

with Wa ~ PIOTIM ) a5 the weight of a
particle, the kernelfunction G(x) with its deriwei

—G'(x)

gix) and

the kernel width h. Here we use a Gaussian kernel
G(x) = exp[—+x7].

By applying the shifting procedure until no paeichoves
any longer, new cluster centers are derived froenrt

Dense Stereo for Pedestrian Detection. Intellic
Transportation Systems, IEEE Transactions on, .
fSSN 1524-9050.

weighted members. The hypotheses with the highest

. . . . (11
weight is chosen as the final predicted st I!
trajectory database contains two classes of tajgct

snippets, the clasCs  in which the pedestrian igpsig

. The



Generative Modeling of Appearance and Shape foridaéd
Image Analysis

F. Rathke, S. Schmidt, C. Schndrr

The project focuses on classes of image data diwen
partitions with randomly varying geometry and fixed
topology, and with class-specific appearance ofheac
component of the partition. Variational methodsl vaié
studied for learning generative model parameteosnfr
examples and for tractable inference based on the
interaction of respective model components. The
application scenario concerns 3D OCT scans ofetiea.

Funding: DFG RTG 1653

Variational Models for Image Segmentation with Sh&piors

B. Schmitzer, C. Schnorr

Prior knowledge about the shape of objects consstan
important cue for image segmentation. Statisticatiets

of shape range from elementary PCA-based models of
closed contours to sophisticated shape manifoldg th
encode shapes in a more invariant way by abstmctin
from non-intrinsic shape variations. Complemenfitaga-
driven approaches to segmentation with shape priors
typically result in highly non-convex models thate a
difficult to handle from the optimization point-efew.

The project will focus on recent progress concernin
convex variational relaxations of the segmentation
problem and on the inference and learning problam i
connection with suitable shape priors representgd b
graphical models.

Funding: DFG RTG 16&
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Research Group Advanced Computer Architecture

Advanced Computer Architecture

Holger Froning', Heiner LitZ', Sven Kapferer, Alexander Giesk Christian Leber,
Maximilian Thirrmer?*, Federico Sill&
! University of Heidelberg, Germany % Technical University of Valencia, Spain

Today’'s computing landscape is driven by the demand= Low-overhead remote emory allocation ar
for more computing power together with a trend talsa revocation to reduce over-provisioningin
data-intensive computing. Despite the fact that datacenters
technological advances and architectural improvesnen [ | &

steadily increase the amount of computing powee, th
demands of many applications still cannot be satisf
Applications like particle physics, biology, gerosti
guantum chemistry, fluid mechanics, meteorology or
climatology are still computationally bound. Data-
intensive applications on the other hand are nwhay
dependent on computing power, but rather on stoaage
memory solutions to handle a vast amount of date T
complete computing landscape will become more data-
centric and the sheer amount of data demands new
techniques to handle this trend. Example applicatio
include Facebook, Twitter, Amazon or Ebay, and many First results showhe impact of this architecture
more from the area of scientific computing. memory-constraint applications, in particutarspeed u
data-intensive calculations dramatically [2] but also t
This research group focuses on new and innovativiecrease the performance of databases by relyir
techniques to provide solutions for both computed a global shared memory without any capacity constsain
data-intensive applications. In particular we have As the research areas of the two involved univiee
identified that global address spaces might imprste¢e- overlap only partially, the research group’s expe
of-the-art technologies significantly. However, &d covers a broad range, from digital hardware desigm
architectures either completely aggregate or digagde interconnection networks, OS and middlare softwar
all resources, in particular resources like conrutiores to applications. Thus, the collaboration allows egimt
and main memory. Message passing systems amew research fields, and to investigateer opportunitie
prominent examples for overall disaggregation, antb apply research. Furthermore, having a largeopypt
coherent shared memory architectures for overaflystem is crucial for comprehensive results, aifg
aggregation. Instead, we propose to decouple ressur insights in effects like scalability, congestiorddacality.
aggregation in a way that the kind of aggregatian be
chosen depending on the application. For instadat- Supported by grants:Spanish MEC and MICINI
intensive applications might choose to aggregatyy onEuropean Comission FEDER funds (CSD200646
main memory, and not computational cores. AnotheTIN2009-14475-C04)Cooperation: Technical Univers
aspect of current research is relaxing consisténeyway of Valencia
that the overhead for coherency protocols can tecex.
This allows to replace current message-passing
programming paradigms with shared-memory onesafior Raferences:

easier programming and more efficient use of palrall [1] Hector Montaner, Federico Silla, Holger Froniagc

computers. Jose Duato, Getting Rid of Coherency Overheac

) ) . Memory-Hungry Applications, IEEE Internationa

As simulation of large-scale parallel systems oick conference on Cluster Computing 2018ept. 2024,
results in excessive run times, we gear to rapiQOlo, Heraklion, Crete, Greece.

prototyping using demonstrators based on commodify] Hector Montaner, Federico Silla, Holger Fréning

parts, but enriched with reprogrammable forjgge Duato, A New Degree of Freedom for Mer

customization purposes. We were able to set upro@é&  Ajjocation in ClustersCluster ComputingSpringer, Feb
cluster at the Technical University of Valencia,ieth 5011

incorporates an FPGA-based network including custom
network interfaces (Fig. 1). Currently, this clusserves
for experiments in the following research areas:

custom interconnection network

= Data-intensive  applications like  in-memory
databases

= Techniques to support the Partitioned Global
Address Space (PGAS)

= Relaxed consistency models for scalable shared
memory systems

= Device-to-device communication

Fig. 1: The 64-node, 1024 core, 1TB prototype cluster with
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Research Group Application Specific Computer

Application Specific Computers

W. Gao, T. Gerlach, A. Kugel, N. Schroer, A. Wurz

ATLAS is one of four high-energy physics experiments & wswomspcsummanomes ; g
that are operated at the LHC at CERN. The resegmip mid [ufa] Mgt W T T Talet T
is involved in this experiment since 1989 and hag “*“ i L L R I
developed and built a central component (ROBINyhef e o
data acquisition system (DAQ) and is presentlyf. .
developing parts of a new readout system for thie IB| wsr=
subdetector [2]. e
The performance of both PCl and PCle ROBIN variants
are better than the design requirements, howeven ev o] 3
more performance would be required for new triggen: & W e e
menus, involving e.g. inner-detector*scans at hags. — —— —
120 T

Fig. 3: ICAP access via software

The readout system of the XFEL DSSC detector
10GEthernet links to send data from the detector &
backend DAQ system. A prototype card (Fig. 4) -
developed to test the basic 1@@eration of an FPC
Ethernet solution.

100 kHz delete rate
PCle optimized

110 PCIs

PCI optimized

Request rate (kHz)
0
(=]

0 100 200 300 400 500
Fragment size (words)
Fig. 1: ROBIN performanf:e (design performance ~ 65 kHz)

A modified design using a 4-lane PCle interfaceiakev
has been evaluated, using vendor prototyping harslwa
The DMA bandwidth measured when transferring data t
the PC is in the order of 800MB/s, sufficient tqpgahe
entire input volume of up to 4 input channels. The
decision to build a demonstrator was postponed.

For IBL [1], the detailed design of the ROD/BOC Fig. 4: 10G-Ethernet mezzanie
architecture [2][3] was finalized and an initial
implementation using commercial prototyping hardzervarA.l.LAS
(Fig. 2) was performed.

is supported by: BMBF (05HO9VF
Cooperations: CERN, Wuppertal University, NIKF
(NL), RHUL (UK), INFN Bologna (1)

References:
[1] Capeans, M et al., ATLAS Insertable B-Layer
Technical Design Report , 15. Sept. 2010,
http://cdsweb.cern.ch/record/1291633/files/ATLASRD
019.pdf

The Active Buffer board (ABB) for the CBM DAQ [2]J. Dopke et al., The IBL Readout System, Topica
system has been built up and run in real DAQnorkshop on Electronics for Particle Physics 2010,
environment stably. Subsequent development upon thechen, Germany, 20 - 24 Sep 2010
existed DMA engine includes DPR (dynamic partial[3] D. Falchiere, Proposal for a readout driverddar the
reconfiguration) in Virtex5 FPGA, Epoch-Marker ATLAS Insertable B-Layer, 2010 IEEE Nuclear Science
indexing and DMA read performance improvement. Symposium, Medical Imaging Conference, and Room
Temperature Semiconductor Detectors Workshop,

DPR is further realized with PlanAhead 12, targgtin Knoxuville, Tennessee, United States Of America0O@0-
Virtexs FPGA. The design flow has been much impbv g nov 2010 '

and the experiment is succeeded. An ICAP control
program is added to the test library and ICAP_ WHtés
accessible via software so that the applications ca
reconfigure the dynamic modules within the top-leve
framework, as the ChipScope snapshot in Fig. 3thén
new DPR procedure, bus-macros are deprecated &nd th
JTAG configuration cable is not necessary. Boundar
decoupling is strongly recommended instead, whiidh s
demands pipeline reorganization in the originalidog
code.

Fig. 2: IBL prototyping hardware
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Astrophysical Simulations with Special Hardware

Guillermo Marcus, Andreas Kugel, Dzmitry Razmyslagv

Smoothed Particle Hydrodynamics is a particle metiwo

simulate fluids. The method is based in averagoaall

density of the fluid into point particles, and cantipg the

interacting forces between neighboring particles. |

astrophysics, it is used to simulate gas dynamiud a

contributes to the system as pressure force and Tieis

approximation is very useful with NBODY simulatigns

which also use particle approximations. After the .

computation of gravitational forces, gas dynamies the _

second most demanding computational task in i°

simulation, and as such a good candidate for aedt&le

with special hardware. We developed a library tiiaws S— _ :

the use of dlﬁere_:nt technologies, like FPGAs aM' Fig. 2: Sample snapshots from simulations accelerated

to accelerate this task. Compared to a workstat@n, gpecial hardware

FPGA provides 6- 11x speedup, while a GPU provides

24x speedup under the same conditions. The project involves strong cooperation \
astrophysicists in order to integrate the acceesaintc
their existing applications like VINE and NBODY6+hn

o0 Compulztion Time Speedup i its current extension, the project is focusing de
* NATIVE development of a computing framerk for astrophysici
10.000 o g applications, with the goal to provide mechanismg
infrastructure for the development of efficient fggations

000 " in exascale systems.

Supported by: VWF, Cooperations: ARI, ITA, |

1 (China), UC-Berkeley (USA). Rainer Spurzem, Peter
Berczik, Ralf Klessen, Robi Banerjee, Ingo Berer,
Hemant Shukla

AT {one imestep) [sec)
Speedup

.00t

0.001 o
1 4 16 84 256 1024 1 4 16 64 256 1024
M [in K] N [in K]
Fig. 1: Computation time and speedup of the SPH fractiothfie ~ References:
serial version [1] R. Spurzem et al., “Astrophysical Particle Slations

with Large Custom GPU Clusters on Three Conting
In order to make the integration of FPGAs and GRitts  pp. 1-8, Jun. 2011.
other applications as easy as possible, a setafries [2] G. Marcus, “Acceleration of Astrophysice
was developed, providing an abstraction layer te thSimulations with Special Hardware,” pp. 1173, Jar
expected behaviour of the hardware. This layershae 2011.
language- and hardware-specific optimizations, buB] G. Marcus, W. Gao, A. Kugel, and R. Méanner, &
provides interfaces in C, C++ and FORTRAN for theMPRACE framework: An open source stack
application level. Hardware-specific optimizatianslude  communication with custom FPG#ased accelerator
all supporting libraries to access FPGA specifierafions in Programmable Logic (SPL), 2011 IVISouther
like thempraceandbufmgr, while language-specific ones Conference on, 2011, pp. 155-160.
cover the coding in CUDA and C++ as well as SSE. [4] R. Spurzem et al., “Accelerating astrophysigaiticle
In hardware-related developments, the project delihe simulations with programmable hardware (FPGA
development of a custom computing board based aBPU),” Computer SciencResearch and Developme
FPGAs, the MPRACE2, a floating point library for vol. 23, no. 3, pp. 231-239, May. 2009.
FPGAs with customizable precision and a pipeling5] G. Marcws et al., “Accelerating Smoothed Part
generator for the automatic assembly of complemédae  Hydrodynamics for Astrophysical Simulations:
into pipelined designs. In addition, the necessaffware comparison of FPGAs and GPUs,” Proceedings o
stack for its use was developed for use in Linwstays. SPHERIC Workshop, pp. 1-6, Apr. 2008.
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Optical high-speed short-range interconnects

D. Wohlfeld, F. Lemke, S. Schenk, H. Froning, F. Mghan,
K.-H. Brenner, U. Brining

There is a continuously growing demand for optical

high-speed, short-range interconnects in applinatitke

networking for high performance computing (HPC) and
data centers. One example is the Active Opticall€ab
(AOC), which combines the advantages of optical

transmission and electric connection, encapsulatirg
electrical-optical conversion inside the connebtousing.

The research project focuses on two new methods to l'i“

couple light from active components into fibersliniing
optimization of the complete fabrication chain twalkle
low-cost high-volume production. Both methods aasdul
on an integrated 45° mirror and a fiber guide, \Whie
positioned directly above the active componentufeigl
shows the principle of light coupling: light comiriggm
the VCSEL is deflected from the mirror and coupiei
a multi-mode fiber (fig. 1).

Mirrar

Transparent
replication material

Fig. 1: Light deflection using total internal deflectiomadouple
light from a VCSEL into a multi-mode fiber.

The first coupling method, for which a patent widef,
uses a new direct replication process on top ofttive
components and total internal reflection [1] whilee

Fig. 2: High-density AOC interposer for the mini-HT
connector with a bidirectional bandwidth of 150 Gbp

Fig. 3: Micro-coupler alignment above a PCB for video
processing

Eye patterns for the optical transmission have
measured up to 3.25 Gbps due to restrictions it
measurement equipment, while all electrical compts
are specified for up to 12.5 Gbps parannel. A hig
volume production of minHT AOC is planned for tt
near future.

Supported by: BMBF (03VWP0002), Cooperation:

second approach is based on a replicated microl@OuUpThomas Blank

with a reflective coating, which is aligned abovee t
active components [2]. Both methods allow compboetrf
coupling with high coupling efficiencies. The mastéor

the replication are fabricated either by UV deeq?eferences

lithography or high precision machining in metakity

PDMS and UV adhesive, the master form is replicate

with high accuracy.

For prototyping, the integrated optical modules ever
tested directly on FPGA boards, fig. 3, and on alkm

interposer for an AOC version of the mini-HT contoec
fig. 2. The mini-HT connector is specified for up 150
Gbps using 12 bidirectional links offering two tisnéhe
area transfer density of a CXP connector and irefbe
very attractive for HPC. The interposers were asbedn
using flip chip technology by the group of Thomdarkk
from the KIT. Challenges here were the 50 um trawks
the interposer and the flip-chip technology usingal
grid array pitch of only 125 pm with two rows oflisa
Both
manufacturer and assembler.

] Wohlfeld, D.; Lemke, F.; Froning, H., Schenk,,
rining, U. ,High density active optical cablefrom &
new concept to a prototype”, SPIE Confere
Optoelectronic Interconnects and Component Intem
X1 OE112, 7944-20, Jan. 2011
[2] Merchan, F.; Brenner, K+.; ,A concept for th
assembly and alignment of arrayed microelectromid
micro-optical systems for Optical Mul@igabil
Communication”, SPIE Conference Optoelectr
Interconnects and Component Integration XI OE
7944-12, Jan. 2011

requirements are at the edge of FR4 PCB



Research Group New Detectors for Scientific and Medical Applications

Novel Monolithic Pixel Detectors in HY CMOS Technobgies

I. Perié

The implementation of monolithic active pixel sersso Typical MIP single pixel signal is in the rangerfrdl100
(MAPS) for high-energy particles in standard CMOSe (21um X 21 pum pixels) to 1800 e (5@m x 50 pm
technologies has gained in popularity. Mechanicallypixels) which is typically several times betterriha the
simple, relatively cheap pixel detectors with elem®l case of standard MAPS (single pixel signal of 2P0 e
spatial resolution and nearly 100% fill-factor haween Radiation tolerance of up to 50Mrad and®ifleq/cri has
designed. been demonstrated, typically by two orders of miugla
MAPS sensors in its original form have a few lirtidas, better than in the case of standard MAPS.

particularly, the charge collection by diffusion isWe have also performed three successful test-beam
relatively slow and radiation tolerance poor. Ferftonly measurements (DESY and CERN). Detection efficiency
NMOS was about 98%, spatial resolution aroungu8 (RMS)
transistors can be used inside pixels, which lihitssin- and seed pixel SNR of 30 (fig 2.).

pixel electronics. The results have been published in 6 papers arsa mier
The novel detector concept - high-voltage mondlithi on various conferences and workshops. The detector
detector is implemented in a high-voltage CMOSechnology has especially drawn attention in plartic
technology. These technologies are extensively used physics community and recently (since 2010) we hhge
industry. The main applications are power managémefirst application - the pixel detector for -> eee decay
circuits for mobile phones, automotive bus transems, experiment at Paul Scherrer Institute in Switzedlafhe
printer head-, LCD display- and motor drivers adl we development of the detector is supported since 2611
dataline drivers for high speed internet or "Voiceer the Enable fund of the Faculty for Physics and
IP”. High-voltage CMOS technologies allow both theAstronomy, University of Heidelberg. Within thisgject
implementation of special transistors capable toeggte we have successfully tested a detector in new 180nm
high-voltage signals (up to 120V) and the integmatof technology.

standard low-voltage transistors usually used totrob Together with our colleagues from CERN we are also
the evaluating the use of the detector technology f@HL
high-voltage devices. detectors.
Especially interesting for our application is thitoating

logic” structure. A group of PMOS and NMOS transist

can be electrically isolated from lightly doped yp¢

substrate by a high-voltage deep n-well.

Depending on technology used, the deep n-well/p-
substrate junction can sustain reverse bias obu20V.

Typically in

the case of 100V reverse bias a depleted zone qirl4

thickness is formed. The signals generated in them-

thick depleted zone are in most cases high-enoogh f

particle detection.

Pixel | Pixel i+1

Bias resistor

10 um @ 60V 8

I Dep leted

The novel detector is based on two main ideas.fifbe
idea is to use the deep nwell as the signal catiecegion
and the depleted p-substrate/n-well junction ass@en
The second idea is to implement the entire pixel
electronics with both PMOS and NMOS transistor&dies
the deep n-well.

The detectors structure is shown in fig. 1. Sifmedignal
electrons experience strong electric field, theyl Wi
collected very fast and a high radiation toleranaa be
expected. In this way, using a commercial technplege
implemented a radiation tolerant monolithic deteetiih

the possibility to use both p- and n-channel trsinss
inside pixels.

Therefore the novel detector concept eliminatesostrall
drawbacks of the state of the art monolithic CMOS
detectors. We will name the novel detector concept:
"Smart Diode Array” or "SDA”".

In the first project stage, 2006-2009, the develepimof
monolithic detectors in high-voltage technology baen
financed by Landesstiftung Baden-Wirttemberg. The
project goal was the proof of the principle. We éav
designed three test detector matrices and obtatined
following experimental results:

Not depleted
P-substrate S

Fig. 1: Smart diode array.

Seed pixel SNR
500

g £ &

number of signals

g

Fig. 2: MIP Spectrum.
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Research Group Next Generation Network Interfaces

Next Generation Network Interfaces

M. Nissle,N. Burkhardt, B. Geib, B. Kalisch, A. Giese, C. Leb

In modern computing an increasing amount
parallelisation on all levels from chips to clustean be
observed. The bi-annual list of the 500 fastestmatars
of the world (www.top500.0rg) illustrates this. Bese of
this development, interconnection networks and agkw
interface architectures become increasingly immorfar
modern parallel computer architectures.

The research group “Next Generation
Interfaces” focuses on a holistic approach to adgdhe
architecture of interconnect solutions in the HR@ce.
Several activities were conducted within the lasary
mainly for the EXTOLL network architecture, whickash

Network

of

]
T
L]

” “ 6 1
Cores

Fig. 3: Weather Research Forecast (WRF) Performance

The results of the performance analysis led tc

been developed at the Computer Architecture Grdup @pecification of revision two of EXTOLL after

the ZITL.

4 1
(I LELENURY

Fig. 1: EXTOLL Management software MEXS.

Within the group, Linux driver software, API libies,
MPI

EXTOLL prototype were developed. Figure 1 shows the
managements software MEXS, which enables ef'ficierM
managing of a 3-d torus EXTOLL network. The softevar .
environment and the pre-existing EXTOLL R1 protatyp Constrained random
hardware combined within the PEAC cluster (Figuye 2
were used to perform extensive performance anabfsis
the first EXTOLL implementation. To this end well-
MPI-
Benchmarks, the HPCC Benchmark suite, the SPE
MPI2007 Suite and the Weather Research Foreca]s
(WRF) codes were used. These cover the whole sp

known benchmark programs like the Intel

form micro-benchmarks to complete, complex applicat
codes. Figure 3 shows the performance of WRF
Gigaflop/s for a 12 hour simulation of the contitan
USA with a spatial resolution of 12 km. The perfamme
of a 128 core cluster with the EXTOLL network anidhw
a commercially available HPC network are shown.

Fig. 2: Detail of some 4 nodes of the PEAC experimentaiter

integration and management software for the

ace

extensive design space analysis. To optimize pefor:
further the data path has been doubled to 64 bitHe
FPGA version and quadrupled for an ASA€sion that i

currently in development. The Remote-Memory-Aceess

Unit (RMA) has been completely rework
Enhancements incorporated include pipelining
decouple the address translation from the p

processing and to reach higher frequencies. Fumtbrer
handling of atomic lock transactions has been y
improved and new features like byte transfers, w
unified interrupt mechanism and the ability to crekkE
page boundaries have been added to im
compatibility with a wide range of industryide use:
software.

Because of the complexity of the EXTOLL desig
custom verification environment was developed.

qnvironment is based on the Universal Verifice
ethodology (UVM). UVM offers a comple
infrastructure  for complex verification peats

testing and automatic checkif
EXTOLL enabled to find bugs early in the designqase
The verification environment also includes a regian
suite.

Finally, the group also performed some work in dhex
High Frequency Tding (HFT), which has receivec
of attention over the past years and has becar
Increasingly important element of financial markéfhe
iterm HFT describes a set of technigues within ededd
lE]rading of stocks and derivatives, where a largalya of
orders are injected into the market at snibbiseconc
rounditrip execution times. Within the group work \
done to reduce latency as far as possible, asudt tas
reception of UDP packets can be performed in ~2ass
than one fourth of the ceentional approach. Additior
hardware enables processing of complex prot
commonly used in the HF&eosystem. In summary,
solution was developed that exhibits woclds:
performance metrics for HFT applications.

Q
[e]

In part supported by: BMWI (03EFT5BW24)
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Research Group Process Control (ProCon)

Process Control Research Group (ProCon)

A. Gambier, A. Kandil, M.

Wolf, T. Miksch, Y.G. Lee

Abstract— ProCon is a research group founded in Jun&l Multiobjective Optimal Control

2010 with the objective of carrying research infie&l of
Process Control. In the current year intense affbeve
been performed in order to advance the state ohthin
at least three main streams. The work was venryfditui
Research activities have been materialized indetrilbutions
to international conferences, in a website for rinfation
interchange and intense review activities.

1. Introduction

The Process Control Group (ProCon) is a resear

group is dedicated to the modelling, control, suis&n
and optimization of industrial processes. It
established in the framework of the Institute ofh@ater

Engineering, which has been founded in the Mannhei

located division of the Heidelberg University. fedevant
objectives are:

Theincreasing requirements of quality for new prod
and consequently the natural needs of more advaore
systems have led to the introduction of severalptam
performance indices. These casidtions have to be fulfille
simultaneously, which in turm involves sophistidaechniques
for Multi-Objective Optimization (MOO). All hest
design techniques are collected together in order
constitute the Multiebjective Optimal Control (MOO(
field. In order tospecify this new field proposed by ProC

introductory papewas internationally presented ([:
MOO methods, which cabe suitable for control, have b

Waﬁnvestigated and the results aammarized in [2]. Finally, t

concept is successfully applid design a robust P
Wontroller (I3D.

2.2 Fault-tolerant control system (FTCS) design

« to develop, experiment and disseminate methods and® FTCS is defined here as control system that c

procedures for the analysis, control and supemisio

process control applications, as well as to eshbli

work stably with an acceptable degree of performanca
thoughin the presence of component faults. FTCS st

their applicability area. Real problems from indyst detect and accommodate faults avoiding the occoerel

will be studied, solved and tested, as well.

« to apply for regional, national and internationehrgs
in order to support research activities.

* to establish an international cooperation netwark

order to exchange knowledge, human resources and

apply jointly for international research grants.

The general structure of ProCon is summarized ¢n Fi

1.

Methods

2 % System Representation

g E| &
&l =19
System Theory ProCon N
Game Theary, Research Group Desalination Plants
Parametric Optimization| Themes
Cnergy systems
Multiabjective Optimization | = Modelling of dynamic Systems

= Hybrid Control Batch processes

= Faults Tolerant Control
w 5 * Predictive Control Hidreactors
| 2—+| Resources = Adaptive Control
E g = Multi-loop Control
z| & A 4
o
21 = e
2| 8 i al e =
gl B = al 5| = = @
HEIREREEHHE =| E| 2| &| B
Z| 3| 85| & 5| 5|5] 2 2| E] E| E| &
[Hu an ][Finam:ial&Mater\lal][ Tools J I Applications I

Fig. 1. General structure of the research group ProCon

Thus, the rest of this report is devoted to desctiie
research activities of the group in its first yehlife.

2. Research activities

Research activities of ProCon can be divided imdhr

main streams: Application of multi-objective optnaiion

. optimization algorithm in order

failures, i.e. irrecoverable damages at the systesi.

A Model Predictive Controller (MPC) has b
developed by using a multi-objective lexicquria
to adjust actual
(ignstraints in case of faults. The control algonitis
presented in [4] and applied to control a reversaasi:
desalination plant in [5] and in [6].

2.2 Modelling and control of desalination plants

Water production and power generation are
activities that have to be combined in areas aftbdty
desertification. How to combine water desalting h
power generation based on renewable energies \se
studied in the group und the results areorega in [8], [9
and [10]. Advanced control systems design requa
dynamical model of the plant. These modelling atdtis
were developed by an external member of the gravhp
in two opportunities was working in Mannheim sugpc
by the DAAD. This work is summarized in [7].

3. Other activities

In addition to research efforts, other activitige alsc
carried out. In particular a website has been geha
only for inform about ProCon but also as interngbsor
for the research group. The sitan be consulted
http://Amww.rzuser. uni-heidelberg.de/~i3@oreover, sever
conferences and journals have been supported bps
of review activitiesThe group provided support to the prc
Open-Gain \iww.open-gain.oégorganizing the 8 projec
meeting in Mannheim and writing the final reporés

methods to the control system design (MOOC), Faultwell.

tolerant Control (FTC) and finally, modelling andntrol
of desalination plants powered by renewable engrgie.
water-energy-cogeneration. In the following, reseavorks
in the mentioned areas are presented separately.
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Research Group Dependable Robotics (DeBot)

Dependable Robotics (DeBot) Group Annual Report 201

A. Wagner, A. Kand

This report summarizes the results of the Deperdabl The
Robotics Group from June to December 2010, whistkeha approach was validated using the COLD databasee[4]

been worked out together with partners from unitiess
and industry.

il, S. Rady, L. Zouaghi

informationtheoretic environment modelli
recent specific benchmarking database for ro

topolagical mapping and localization. The evaluation

One field of research within the group is concernegroved the efficiency in obtaining accuratedbzatior

about the monitoring of control systeman approach for
hybrid monitoring of lower level actions for deperte

(mobile) control systems including closed-loop coht
was worked out in [1]. The method is based on t

with less complexity.
In the project CYCLOBOT, the controlof a bon
mounted surgical robot based on epicyclic kiners&fig.
h&) has been investigated. First results relatedh& 6-

consideration of both discrete and continuous dspealegrees-of- freedom position control of the duona
EPIZACTOR prototype have been published in [B§s
drajectoriesdemonstrate the feasibility of the construc
requirement

within a single unified framework by combining Retet
and numerical filter theory. The model uses
specification of the desired system behaviour dyutime
system design in order to deliver an on-line edionaof
the current system state. To show the feasibilityhe
results, the method was applied to an

and presents a number of interesting new challefayes

dependability monitoring and diagnosis methodolegie
which could be easily generalized to any autonomous

mobile robot.

In [2], a generic system architecture for depenslabl

interactive systems has been propds&tie architecture
is an extension of the behavior-based recursiveraon
structure, which has already been applied sucdbsséu
robotic applications. The interaction between rpisti
robots or between a human user and robotic sydimmas

intelligent
wheelchair as an example of a mobile robot platform
Such system can be best represented by hybrid model

according to the
orthopedic surgery.

of complex task

Fig. 2: Functional prototype EPIZACTOR of the epicyclic
surgical robot.

Project ECOMODIS - Efficient CompondBase(
Design of Dependable Computing SysteMiistry for
Science, Research and Art, Baden-Wirttemberg..

2Project CYCLOBOTETrforschung des Gesamtverhalt
einer neuen Hybridkinematik in einem robotisc
Werkzeug fur knochenchirurgische  Anwendur

place on multiple behavioral levels providing fixedGerman Research Foundation
interfaces. A complex system is decomposed inteléev '

according to the dynamics of behaviors and bandwadt
the interfaces. Signals from and to multimodal rifatee
devices are processed according to the behaviateckl
information contents and fused within the behalgoels.
The usage of the generic system architecture

demonstrated on the example of a semi-autonomo

flying robot.

Environmental modelling and hierarchical
localization have been investigated in a furthejeut [3,
4]. Hierarchical localization provides both topdlca and
quantitative metric solutions, with faster perforroa for
the latter since the searchable space is minimiZée.
first [4] hierarchical localization approach prinfar
focuses on the efficiency of the topological moduike
approach utilizes a minimal set of qualitative eptr
based local features, which achieves both speed
localization accuracy. The abundant

robo

features al
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triangulated in a next step using a photogrammetri] Rady S, Wagner A, Badreddin E, (2010a). Buil

projective model to obtain a metric solution. Thetrit
localization selects only the correct matches lgarding

a simple yet efficient distance measure to overcomgenchmarking
problems of data association and environment dyceami

(fig. 1).

Fig. 1 Detection of mismatches and environment dynamics

through spatial layout.
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Research Group Virtual Patient Analysis (ViPA)

Medical Training Simulators Based on Virtual Reality

F. Beier, N. Husken, O. Schuppe, E. Sismanidis

Surgical operations are often complex and potdntial
dangerous procedures. Only well trained and expeesi
surgeons are able to perform these interventions
successfully. Surgical skills are usually acquirbg
assisting and by operating under the supervisiomarfe
experienced surgeons. Another possibility to improv
surgical skills is the training on plastic modelsn
animals, or cadaver preparation. However, thesb@aodst
lack realism or endanger patients’ lives. Consetiyen
there is an urgent need for an efficient training
environment that is realistic but does not depemd o
human beings or animals.

Fig. 3: Simulated thread  Fig. 4: Tracking system

Virtual reality (VR) can be used in order to impiem MicroSim is a simulator for microsurgical taskstthee

such a training system. Apart from the fact that VF\done by using a microscope. erglnal |nstrumemmd
simulators do not involve human beings, they offeland tracked by an optl.cal.tracklng system (seadigy). A
several advantages: Surgical tasks are reproduaitde markerbas.ed. setup s |mplemented. [2]. a marKerIess
can be trained at any time, even if the medicas ¢sare. approach is in development. The simulation of ktu

The surgeons’ skills are measured objectively amel 1 Ussue and vessels uses realtime mass-spring “5"."9“'
result can be compared to other users. and is based on tetrahedron models. Methods foingea

and cutting as well as algorithms for the simulatiof
suture material (see figure 3) have been develf§leds
a first training module, the preparation and theisog of
blood vessels is currently being developed.

Both simulators are developed in cooperation wite t
VRmagic GmbH in Mannheim. NeuroSim is supported by
Leica Microsystems GmbH and developed in coopeamnatio
with the Department of Neurosurgery (Medical Fagult
Mannheim, University of Heidelberg). MicroSim is
supported by the BMWI (2351202SS9).

Fig. 1:NeuroSim Fig. 2: Abstract training module  References:

[1] F. Beier, S. Diederich, K. Schmieder, R. Manner
NeuroSim - The Prototype of a Neurosurgical Tragnin
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between the user and the simulator has to be a&r@ 2] O. Schuppe.An Optical Tracking System for a
possible in order to generate immersion. The Microsurgical Training Simulator.To be published at

of biological tissue and medical instruments hasb&® pMmVR 19

realistic. Everything has to be done in realtineading to (31 . Hijsken Realtime Simulation of Stiff Threads Using

huge demands on the hardware as well as on theqe TimestepsTo be published at EUROGRAPHICS
algorithms. 2011.

Current research of the ViPA group focuses on two
simulators: NeuroSim for cerebrovascular surgerg an
MicroSim for microsurgical interventions.

NeuroSim uses original instruments and a real sakgi
microscope (see figure 1). The microscope is trddke
an optical tracking system. For the tracking of the
instruments, a sensorfusion between inertial antitap
tracking methods is used. The first training module
features an abstract task in order to train bdslts {see
figure 2). The software design is modular, so ferttasks
like aneurysm clipping can be added. The simulatas
introduced at MMVR18 [1] in 2011. Current research
focuses on a medical training module in order bousate
the clipping of a brain aneurysm.
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Members and Staff

Professors

Last Name Name Chair

Badreddin Essameddin Automation

Brenner Karl-Heinz Optoelectronics

Brining Ulrich Computer Architecture

Fischer Peter Circuit Design

Manner Reinhard Computer Science

Schnorr Christoph Computer Vision, Graphics and Pattern
Recognition

Secretaries

Last Name Name Chair

Feldmann Marlis Computer Architecture

Fischer Ursula Automation

Schieker Rita Computer Vision, Graphics and Pattern
Recognition

Seeger Andrea Computer Science V

Volk Sabine Optoelectronics

Wilhelm Evelyn Computer Vision, Graphics and Patter
Recognition

Wunsch Beate Circuit DesignCircuit Design
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Ph.D. Candidates and Research Assistants

Last Name Name Chair

Abkai Ciamak Computer Science V

Alexopoulos Alexander Automation

Armbruster Tim Circuit Design

Auer Max Optoelectronics

Auer Johannes Computer Science V

Bakulina Alena Computer Science V

Bartolein Christian Automation

Becker Florian Computer Vision, Graphics and Patter
Recognition

Beier Florian Computer Science V

Berentzen Ingo Computer Science V

Bickel Martin Computer Architecture

Blecher Wolf Computer Science V

Bottcher Patrick Computer Science V

Breitenreicher Dirk Computer Vision, Graphics araitérn
Recognition

Breitwieser Oliver-Julien Computer Science V

Brock Alexander Automation

Burkhardt Niels Computer Architecture

Buschlinger Robert Optoelectronics

Del Galdo Andreas Automation

Diederich Stephan Computer Science V

El-Shenawy Ahmed Automation

Enzweiler Markus Computer Vision, Graphics and étatt
Recognition

Erdinger Florian Circuit Design

Fréning Holger Computer Architecture

Gambier Adrian Automation

Ganter Axel Circuit Design

Gao Wenxue Computer Science V

Geib Benjamin Computer Architecture

Geppert Dina ZITI
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Gerlach Thomas Computer Science V

Giese Alexander Computer Architecture

Gipp Markus Computer Science V

Glodeck Daniel Computer Science V

Gosch Christian Computer Vision, Graphics and Patte
Recognition

Groschup Tobias Computer Science V

Grol3 Dominik Circuit Design

Haas Timo Computer Science V

Haufe Jakob Computer Science V

Handel Holger Computer Science V

Hepp Sebastian Computer Science V

Hlindzich Dzmitry Computer Science V

Husken Nathan Computer Science V

Jakubik Ole Computer Science V

Jipp Meike Automation

Kalisch Benjamin Computer Architecture

Kandil Amr Automation

Kapferer Sven Computer Architecture

Kappes Jorg Computer Vision, Graphics and Pattern
Recognition

Karim Rezaul Computer Vision, Graphics and Pattern
Recognition

Keller Christoph Computer Vision, Graphics and &att
Recognition

Knopf Jochen Circuit Design

Kopfle Andreas Computer Science V

Koslowski Markus Automation

Krasnopevtsev | Pavel Computer Science V

Kreidl Christian Circuit Design

Krivanos Nathalia Computer Science V

Kroger Michael Automation

Krupitzer Christian Automation

Kugel Andreas Computer Science V

Kurz Steffen Computer Architecture
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Leber Christian Computer Architecture

Lehmann Lars Circuit Design

Leibig Christian Computer Architecture

Lellmann Jan Computer Vision, Graphics and Pattern
Recognition

Lemke Frank Computer Architecture

Leys Richard Computer Architecture

Leys Richard Computer Architecture

Litz Heiner Computer Architecture

Liu Xiyuan Optoelectronics

Luo Yi Automation

Mang Sara Computer Science V

Marcus Guillermo Computer Science V

Martinez

Mbe Mbock Etienne Computer Architecture

Merchan Alba Fernando Optoelectronics

Miksch Tobias Automation

Milotok Viacheslav Circuit Design

Nguyen Thi Hong Hanh Circuit Design

Nussle Mondrian Computer Architecture

Oster Marco Circuit Design

Peric Ivan Circuit Design

Petra Stefania Computer Vision, Graphics and Ratter
Recognition

Platho Matthias Automation

Pommrenke Christopher Computer Vision, GraphicsRaitiern
Recognition

Rady ElIAsmar | Sherine Automation

Rathke Fabian Computer Vision, Graphics and Pattern
Recognition

Razmyslovich Dzmitry Computer Science V

Reubold Timo Computer Architecture

Rieger Klaus Computer Science V

Riemer Michael Computer Architecture

Rittmeyer Daniel Automation

Ritzert Michael Circuit Design
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Radiger Jan Automation

Rukletsov Alexander Computer Science V

Schafer Philipp Computer Science V

Schenk Sven Computer Architecture

Scherer Martin Computer Architecture

Schieker Rita Computer Vision, Graphics and Pattern
Recognition

Schinke Janusz Circuit Design

Schmid Simone Automation

Schmidlin Raul Computer Science V

Fajardo Silva

Schmidt Stefan Computer Vision, Graphics and Patter
Recognition

Schmitzer Bernhard Computer Vision, Graphics artteRa
Recognition

Schaser Karsten Computer Science V

Schroer Nicolai Computer Science V

Schuppe Oliver Computer Science V

Sinanovic Erdin Computer Science V

Sismanidis Evangelos Computer Science V

Slogsnat David Computer Architecture

Slogsnat Eike Optoelectronics

Staudt Ralph Automation

Stapelberg Michael Computer Science V

Steinle Christian Computer Science V

Stumpfs Wolfgang Optoelectronics

Stolzenberger Frank Automation

Swoboda Paul Computer Vision, Graphics and Pattern
Recognition

Takacs Christian Circuit Design

Thil Christophe Circuit Design

Thiarmer Maximilian Computer Architecture; CircuieBign

Vlasenko Andriy Computer Vision, Graphics and Ratte
Recognition

Wagner Achim Automation

Wagner Axel Computer Science V
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Weber Katrin Computer Science V

Wellenreuther | Andrea Automation

Wohlfeld Denis Optoelectronics; Computer Architeetu

Wolf Martin Automation

Wurz Andreas Computer Science V

Yang Yuning Computer Science V

Yuan Jing Computer Vision, Graphics and Pattern
Recognition

Zouaghi Leila Automation
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Third-party-funded Projects

Research at ZITI is funded by various national ertérnational programs and sponsors. On an

average, ZITI obtained more than € 2.5mn fundingyear between 2008 and 2010.

Funding by | Project Title Funding Funding | Chair
Amount Period
AlF Pro INNO ITD Moscot 61.000 €£2006 - Automation
2009
AlF Pro INNO ITD Moscot 80.029 €| 2008 - Computer
2010 Science V
Altera, Forschung und Entwicklung von 11.234 € 2008 - Computer
AMD, SRC | Referenzdesign fur HTX3 2009 Architecture
Connector mit neuartigem HT
3.0 core
AMD HyperTransport Center of 186.365 € 2006 - Computer
Excellence 2009 Architecture
BMBF ATLAS Experiment - Physik auf 367.320 € 2006 - Computer
der TeV-Skala am Large Hadron 2009 Science V
Collider
BMBF ATLAS: Betrieb, Wartung und 338.722 € 2009 - Computer
Entwicklung von HLT/DAQ- 2012 Science V
Komponenten
BMBF FAIR-CBM: Front End 565.000 € 2006 - Computer
Electronic 2009 Science V
BMBF ViroQuant 187.121€ 2007-2011| Optoelectronics
BMBF CBM Data Acquisition at FAIR 245.000€2009 - Computer
2012 Architecture
BMBF DEPFET - Pixeldetector fur ILC 331.320 2006- Circuit Design
2009
BMBF FORSYS-VIROQUANT - 296.240 € 2007- Circuit Design
Systembiologie von Virus-Zell- 2011
Interaktionen
BMBF SUPER BELLE - Auslesechips 290.360 € 2009- Circuit Design
und Bumping fir den DEPFET 2012
Vertexdetektor bei SuperBelle
BMBF FAIR-CBM - Front End 260.000 € 2009- Circuit Design
Elektronik 2012
BMBF FAIR-CBM - Front End 274.454 € 2006- Circuit Design
GSI Elektronik 2009

2007-
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2009
BMBFG Viroquant 181.183 €£2008 - Computer
2010 Science V
BMWi HD - Active-Optical-Cable 38.979 £2010 - Computer
2011 Architecture

BMWi Entwicklung eines auf Virtueller]  175.000 € 2009 - Computer
Realitat basierenden 2011 Science V
Trainingssimulators fur
mikrochirurgische Eingriffe
(MicroSim)

BMWi EXIST Forschungstransfer: 383.856 € 2010 - Computer
EXTOLL - Innovative 2012 Architecture
skalierbare Hochleistungs-

Rechnersysteme

Daimler AG | Sensorbasiertes 25.000 € 2010 - Computer
Fahrerassistenzsystem zur +vat 2010 Vision, Graphics
vorausschauenden Erkennung and Pattern
und Verfolgung von Ful3géngern Recognition
und Radfahrern

Daimler Sensorbasiertes 210.000 € 2007 - Computer

Chrysler Fahrerassistenzsystem zur +vat 2010 Vision, Graphics
vorausschauenden Erkennung and Pattern
und Verfolgung von Ful3géngern Recognition
und Radfahrern

Daimler Sensorbasiertes 127.750 € 2006 - Computer

Chrysler Fahrerassistenzsystem zur 2010 Vision, Graphics
vorausschauenden Erkennung and Pattern
und Verfolgung von Ful3géngern Recognition
und Radfahrern

DESY / XNAP - Development of an 256.400 € 2009 - Circuit Design

ESRF APD 2D Pixel Array Detector 2011

DESY / MPE | XFEL-Projekt DESY/DAQ 100.562|€20009 - Computer

2012 Science V

DFG Cyclobot 171.000 €£2009 - Automation

2011
DFG Mercator 123.146 £2010 - Automation
2011

DFG Komponentenbasierte konvexe 12007 - Computer
Trennung und Schéatzung von | BATIIa/E13 | 2009 Vision, Graphics
Bewegungen in Bildfolgen (100 % and Pattern

p0S.) Recognition
1 student
assistant
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for

8 h/iweek
DFG Globale Variationsanséatze zur 1 BAT | 2007 - Computer
Vektorfeldberechnung mit lla/E13 | 2009 Vision, Graphics
physikalischem Vorwissen (100 % and Pattern
p0S.) Recognition
4.000 €
DFG 3D-Tomographie mit wenigen 1 BAT | 2007 - Computer
Projektoren in der lla/E13 | 2009 Vision, Graphics
experimentellen 3 D- (100 % and Pattern
Stromungsmessung Recognition
pos.)
3.600 €
DFG 3D-Tomographie mit wenigen 1 BAT | 2010 - Computer
Projektoren in der lla/E13| 2012 Vision, Graphics
experimentellen 3 D- (100 % and Pattern
Stromungsmessung Recognition
pos.)
25.900 €
DFG Graduiertenkolleg 585.000 € 2010 - Computer
1653/1Spatio/Temporal 2014 Vision, Graphics
Graphical Models and and Pattern
Applicationsin Image Analysis Recognition
DFG + Heidelberg Collaboratory for 1.675.589 € 2008 - Computer
Industrie Image Processing (HCI) 2012 Vision, Graphics
and Pattern
Recognition
Dolphin High Performance Computing 75.474 € 2007 - Computer
Numascale | and Cluster Interconnects 2010 Architecture
EU Open-Gain 1.300.000 [€2007 - Automation
2010
EU Visiontrain 292.206 € 2005 - Computer
2009 Vision, Graphics
and Pattern
Recognition
EU FutureDAQ 22.640 €£2008 Computer
Science V
EU EUDET - Detector R&D 87.760 € 2006- Circuit Design
Towards the International Linedr 2010
Collider
EU HYPERImage - Hybrid PET-MR  645.185 € 2008- Circuit Design
system for concurrent ultra- 2011

sensitive imaging
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EU SUBLIMA - SUB nanosecond | 1.000.250 € 2010- Circuit Design
Leverage In PET/MR ImAging 2014

Google Inc. Efficient high speed flash 41.747 € 2010 - Computer
memory without flash translation 2011 Architecture
layer overhead

GSI Front End Elektronik, schnelles 161.648 € 2008 - Computer
Kommunikationsnetzwerk 2010 Science V

Helmholtz- | Physics Terrascale 60.00Q £010- Circuit Design

Gemeinschatt 2014

/| DESY

IMC Trading | Accelerated Computing using 264.803 € 2009 Computer

B.V. FPGAs ongoing | Architecture

Jager, MSC, | Test und Inbetriebnahme von 51.105 €] 2009 Computer

Kuroda HTX-Boards (Anwendung ongoing | Architecture
gesicherter Erkenntnisse - AgE

Land BW Ecomodis 101.076€2008 - Computer

2009 Science V
Land BW Xenon 33.930 £2008 - Computer
2009 Science V

Landes- Eliteprogramm fir 39.000 €| 2006- Circuit Design

stiftung BW | Postdoktoranden Monolithischer 2008
Pixeldetektor

Philipps Extraktion robuster invarianter 1 BAT | 2005 - Computer
Bildmerkmale aus lla/E13| 2008 Vision, Graphics
gr.Datenbanken mediz. Bilddatén (100 % and Pattern
(MRI) CT) position) + Recognition

5%
overhead

Schooner Forschung zu Hochgeschwin-|  450.000 € 2007 - Computer
digkeitsnetzwer-ken und nicht- 2009 Architecture
flichtigen Speichermedien

Landes- stif- | Ecomodis 1.200.000 €2006 - Automation

tung BW 2010

SUN Entwicklung Clustersystem mit| 370.276 € 2007 - Computer
einer Kommunikationsrichtung 2009 Architecture
mit sehr geringer Latenz

Technische | High performance, reliable 127.194 €§ 2007 - Computer

Universitat | architectures for data centers and 2010 Architecture

Valencia internet servers

VMT Bildverarbeitungsalgorithmen i 66.600 € 2006- Computer
Zusammenhang mit der 2009 Vision, Graphics
Steuerung u. Regelung von and Pattern
Robotern in der industriellen Recognition
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Produktion

VW GRACE 66.891 € 2008 Computer
Science V
VW GRACE I 60.000 € 2009 - Computer
2010 Science V
XFEL GmbH | XFEL - Development of a Large 1.024.600 € 2009- Circuit Design
Format X-ray Imager with Mega- 2012

Frame Readout Capability base
on the DEPFET Active Pixel
Sensor

d
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Project Partners

Company/Institution Location Chair

AAST (Arab Academy of Science and | Alexandria / Agypten Automation
Technology)

American University of Beirut (AUB) Beirut / Libamo Automation

Belle-1l Collaboration

KeK / Japan

Circuit Design

Bonn University

Bonn

Circuit Design

CERN Geneva / Switzerland Circuit Design
Daimler AG Sindelfingen Automation
DESY Hamburg Circuit Design
ESRF Grenoble / France Circuit Design
Diverse europaische Universitaten im Automation
Rahmen des EU-Projekts IntelliCIS

Fondazione Bruner Kessler Trento / Italy Circuisiga

Fraunhofer-Institut fir Nachrichtentechn

Heinrich-Hertz-Institut

iBerlin

Optoelectronics

GSI

Darmstadt

Circuit Design

Honda Research Institute Europe Gmbkh

.l

Offenbach

Aatomn

IBM

Boblingen / Zurich

Optoelectronics

IFIC, University of Valencia

Valencia / Spain

Circhesign

King's College London / UK Circuit Design

Klinik fir Neurochirurgie, Medizinische | Mannheim Computer Science V
Fakultat der Universitat Heidelberg

KSB AG Frankenthal Automation

Kyoto University Kyoto / Japan Automation

LEONI Fiber Optics GmbH Waghausel Optoelectronics
MPI Semiconductor Laboratory Munich Circuit Design
MWM GmbH Mannheim Automation

Otto Bock Mobility Solutions GmbH Kdnigsee Autonaati
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Philips Medical

Aachen

Circuit Design

Polytechnico di Milano

Milano / Italy

Circuit Desig

SMOS-Smart Mikrooptical Solutions

Walldorf / Manmine

Optoelectronics

Technical University Delft

Delft / The Netherlands

Circuit Design

Technische Universitat Chemnitz Computer Archieet
Technische Universitat Karlsruhe Computer Archiiez
Technische Universitat Valencia Valencia / Spanien Computer Architecture
University of Castilla-La Mancha Castilla-La Man¢ha Computer Architecturg

Spanien

VRmagic GmbH

Mannheim

Computer Science V
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Publications

Chair for Automation

2010

Gambier, A., T. Miksch and E. Badreddin, Fault-tafe supervisory control of a reverse osmosis
desalination plant powered by renewable energiesceeding of the22nd European Modeling
and Simulation Symposium (Simulation in IndustMSS 2010), Fes, October 13-15, 2010.

Gambier, A., T. Miksch and E. Badreddin, Faultdtatfeg Control of a small reverse osmosis
desalination plants with feed water bypass. Prangedf the American Control Conference,
3611-3616, Baltimore, June 30-July 2, 2010.

Jipp, M., S. Kloess, M. Wolf and E. Badreddin, Camgiive performance assessment of path-
planning for autonomous mobile robots using stmectuintelligence. Proceeding of the 2009
IEEE Conference on Control Applications (CCA 2011851-1256, Yokohama, September 8-10,
2010.

Kandil, A., W. Wagner, A. Gotta and E. BadreddinlliSion avoidance in a recursive nested
behaviour control structure for unmanned aerialicles. Proceeding of the IEEE International
Conference on Systems, Man, and Cybernetics, SMG24M76-4281, Istanbul, October 10-13,
2010.

Kandil, A., A. Gambier and E. Badreddin, Optimakd@ for water and power co-generatin in
remote areas using renewable energy sources alidherit automation. Proceeding of the 22nd
European Modelling and Simulation Symposium (Sirmaiteiin Industry), (EMSS 2010) 165-
167, Fes, October 13-15, 2010.

Kandil, A., S. Rady and E. Badreddin, A plant fogeneration of electricity and water powered
by renewable energy sources based on using high ¢tévautomation. Proceeding ofthe 10th
International Conference on Intelligent Systemsi@resnd Applications (ISDA 2010), 209-213,

Cairo, November 29 - December 1, 2010.

Lee, Y. G., A. Gambier, E. Badreddin, und J. H. KitA dynamic model for the control of a
seawater reverse osmosis desalination processddingeof the EuroMed 2010 Conference, Tel
Aviv, October 3-6, 2010.

Miksch, T., A. Gambier and E. Badreddin. Faulttald control of a reverse osmosis plant
basedon MPC with lexicographic multiobjective opgzation. Proceeding of the 2009 IEEE
Conference on Control Applications (CCA 2010), 10450, Yokohama, September 8-10, 2010.

Rady, S., A. Wagner and E. Badreddin, Buildingos$ht topological maps for mobile robot
localization: An evaluation study on COLD benchmiagk database. Proceedings of the
IEEE/RSJ International Conference on Intelligentb&s and Systems (IROS10), 542-547,
Taiwan, October, 2010.

Rady, S., A. Wagner, and E. Badreddin, Hierarchicahlization using entropy-based feature
maps and triangulation techniques. ProceedingseofEEE International Conference on System,
Man and Cybernetics (SMC10)/, 519-525, Istanbutp@er 10-13, 2010.

Rady, S., and E. Badreddin, Information-theoreticimnment modeling for efficient topological
localization. Proceedings of the 10th IEEE Inteoval Conference on Intelligent Systems
Design and Applications (ISDA10), 1042-1046, Caoyvember 29 - December 1, 2010.
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2009

Wagner, A., M. Jipp, A. Kandil, C. Eck and E. Badilen, Generic system architecture for
dependable interactive systems: A flying robot eplemProceedings of the IEEE International
Conference on Systems, Man and Cybernetics, Ista@lotober 10-13, 2010.

Zouaghi, L., A. Wagner and E. Badreddin, Hybrid¢cumsive, nested monitoring of control
systems using Petri nets and particle filters. €edings of the 40th Annual IEEE/IFIP
International Conference on Dependable SystemsNmtdorks (DSN 2010), 73-79, Chicago,
June 28 - July 01, 2010.

Bartolein, C., A. Wagner, M. Jipp and E. Badredddependable design for assistance systems:
Electrical powered wheelchairs. Extended abstradtVorkshop on the Design of Dependable
Critical Systems, Hamburg, 2009.

Gambier, A., A. Wellenreuther, E. Badreddin, Cohs¢igstem design of reverse osmosis plants by
using advanced optimization techniques. Desalinaind Water Treatment. Vol. 9, in press,
20009.

Gambier, A., M. Wolf, T. Miksch, A. Wellenreuther Badreddin, Optimal systems engineering
and control co-design for water and energy prodactA European project. Desalination and
Water Treatment. Vol. 8, in press, 2009.

Gambier, A., N. Blumlein and E. Badreddin, Real-&irfault-tolerant control of a reverse
osmosis desalination plant based on a hybrid syafgmoach. Proceeding of the2009 American
Control Conference, 1598-1603, Saint Louis, Junré2,009.

Gambier, A., T. Miksch and E. Badreddin, A revessenosis laboratory plant for experimenting
with fault-tolerant control. Proceeding of the20Btherican Control Conference, 3775-3780,
Saint Louis, June 10-12, 20009.

Gambier, A., and E. Badreddin, Control of smalleme osmosis desalination plants with feed
water bypass. Proceeding of the 2009 IEEE Conteren Control Applications, 800-805, Saint
Petersburg, July 8-10, 2009.

Jipp, M., C. Bartolein, A. Wagner and E. Badredding impact of individual differences in fine

motor abilities on wheelchair control behavior agspecially on safety-critical collisions with

objects in the surroundings. Extended abstractankghop on the Design of Dependable Critical
Systems, Hamburg, 2009.

Jipp, M., C. Bartolein and E. Badreddin, The roldask and situational characteristics on the
dependability of human-technology interaction. Bxted abstract in Workshop on the Design of
Dependable Critical Systems, Hamburg, 2009.

Kandil, A. A., E. Badreddin, A new method for ditemd point-to-point robot trajectory planning
in narrow spaces. Proceeding of the 3rd IEEE Midiirference on Systems and Control, Saint
Petersburg, 1738-1743, July 8-10, 2009.

Kandil, A. A. and E. Badreddin, A point-to-point brat trajectory planning method under
constrained link configuration for narrow spacesocdeeding of the 7th Asian Control
Conference, 1650-1655, Hong Kong, August 27-299200

Lee, Y. G., A. Gambier, E. Badreddin, S. Lee, DYBng and J. H. Kim: Application of hybrid
systems techniques for cleaning and replacemeat®® membrane. Desalination, 249, 25-32,
November 2009.

Luo, Y., A. Wagner, L. Zouaghi and E. Badreddin, Amtegrated monitor-diagnosis-
reconfiguration scheme for (semi-) autonomous meogyjistems. Extended abstract in Workshop
on the Design of Dependable Critical Systems, Hagnli2009.
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2008

Rady, S., A. Wagner and E. Badreddin, Efficient elmabk generation for appearance-based
localization. Proceeding ofthe 7th Asian Controh€&ence, 1656-1661, Hong Kong, August 27-
29, 2009.

Schwarz, M. L., A. Wagner , A. El-Shenawy, R. Gungl| A. Koepfle, H. Handel, E. Badreddin,
R. Manner, H.-P. Scharf, M. Gotz, M. Schill andRR.Pott , A handheld robot for orthopedic
surgery — ITD”, Med. Phys. 2009.

Wagner, A., C. Atkinson and E. Badreddin, “TowaadRractical, Unified Dependability Measure
for Dynamic Systems. Extended abstract in Worksbopthe Design of Dependable Critical
Systems, Hamburg, 2009.

Wolf, M. J., R. Staudt, A. Gambier, W. StorhasBadreddin, On setting-up a mobile low-cost
real-time control system for research and teachiity application to bioprocess pH control.
Proceeding of the 2009 IEEE Conference on Contpgligations (CCA 2009), 1631-1636, Saint
Petersburg, July 8-10, 2009.

Zouaghi, L., A, Wagner and E, Badreddin, Hierarahibybrid monitoring for autonomous
systems, extended abstract, accepted by Workshoph@nDesign of Dependable Critical
Systems, Extended abstract in Workshop on the BDesig Dependable Critical Systems,
Hamburg, 2009.

Zouaghi, L., M. Koslowski, A. Alexopoulos, F. BaytM. Jipp, R. Fajardo, Y. Luo, A. Wagner
and E. Badreddin, Dependable component-based desighe Example of a Heating Control
System. Extended abstract in Workshop on the DesijnDependable Critical Systems,
Hamburg, 2009.

Bartolein, C., Wagner, A., Jipp, M., & Badreddin, (2008). Easing wheelchair control by gaze-
based estimation of intended motion. ProceedingseofFAC World Congress, 17, 9162-9167.

El-Shenawy, A., A. Wagner and E. Badreddin, Prattonstruction and position control of a
modular actuated modular actuated. ProceedingsheflEEE International Conference on
Robotics and Automation, Pasadena, May 19-23, 1&#7Z- 2008.

El-Shenawy, A., A. Wellenreuther, E. Badreddin, dical evaluation for two different
holonomic wheeled mobile robots. Proceedings ol International Conference on System,
Man and Cybernetics (SMC), Singapore, October 122068.

Gambier, A., A. Wellenreuther, E. Badreddin, Opfimgeration of reverse osmosis plants based
on advanced control. Proceedings of the Euromefl, 200vember 9-13, Jordan.

Gambier, A., M. Wolf, E. Badreddin, Open Gain: Ar&pean project for optimal water and
energy production based on high level of automatiBroceedings of the Euromed 2008,
November 9-13, Jordan.

Gambier, A., Digital PID controller design basedparametric optimization. Proceedings of the
2008 IEEE Multi-conference on Systems and Confr@R-797, San Antonio, September 3-5,
2008.

Gambier, A., Teaching digital controllers for fmisettling time by using model-based control
education (MBCE) in a constructivist framework.HIRAC World Congress (IFAC WC 2008),
11666-11671, Seoul, July 6-11, 2008.

Gambier, A., MPC and PID control based on multiecbye optimization. Proceedings of the
2008 American Control Conference, 4727-4732, Sxaltine 11-13, 2008.
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Jipp, M., C. Bartolein, E. Badreddin, The impacirafividual differences on human information
acquisition behavior to enhance gaze-based wheeldoatrol. Proceedings of the IEEE
International Conference on System, Man and Cylliem&ingapore, October 12-15, 2008.

Jipp, M., E. Badreddin, C. Abkai, J. Hesser, Indinl ability-based system configuration -
Cognitive profiling with Bayesian networks. Proceeys$ of the IEEE International Conference
on System, Man and Cybernetics, Singapore, Octthd5, 2008.

Jipp, M., C. Bartolein and E. Badreddin, An Aciwiheoretic Approach to Intention Estimation.
Proceedings of the 17th IFAC World Congress, Seluly, 6-11, 2008.

Jipp, M., A. Wagner, and E. Badreddin, Individubllitgy-based system design of dependable
human-technology interaction. Proceedings of thte IFAC World Congress, July 6-11, Seoul,
July 6-11, 2008.

Jipp, M., W. W. Wittmann and E. Badreddin, Concntrealidity of individual differences in
intelligence in activity differences of handicappetieelchair users. Proceedings of the 52nd
Annual Meeting of the Human Factors and Ergonorfsicsiety, New York, September 22-26,
2008.

Jipp, M., Bartolein, C., Badreddin, E. (2008a). Bmses of human information acquisition
behavior for natural gaze-based wheelchair conPodceedings of the Annual Meeting of the
Human Factors and Ergonomics Society, 52, 1660-1664

Kandil, A. A. and E. Badreddin, Novel synchronizaedtion method for direct and point-to-point
robot trajectory planning in constrained workspaPeoceedings of the IEEE International
Conference on System, Man and Cybernetics, Singapmtober 12-15, 2008.

Miksch, A., A. Gambier and E. Badreddin, Realtimerfprmance evaluation of fault tolerant
control using MPC on the three-tank system. Prangedof the IEEE 17thIFAC World
Congress, Seoul, 11136-11141, July 6-11, 2008.

Miksch, A., A. Gambier and E. Badreddin, Realtimgpiementation of fault-tolerant control
using model predictive control. Proceedings of BEE 17thIFAC World Congress, Seoul, July
6-11, 2008.

Miksch, A., A. Gambier and E. Badreddin, Realtirefprmance comparison of fault-tolerant
controllers. Proceedings of the 2008 IEEE Multi4syance on Systems and Control, San
Antonio, 492-497, 3-5 September 2008.

Pott, P. P., M. L. R. Schwarz, A. Wagner and E.rBddin, Comparative study of robot-designs
for a handheld medical robot, ICINCO 5th InternaéibConference on Informatics in Control,
Automation and Robotics, Funchal, Madeira, Portuigialy 11-15 2008.

Schwarz M. L.R., P. P. Pott, N. Ganni, C. Brockmanlsaza, C. Groden, M. Smith, E. Ro3ner
and P. Hohenberger, Processed dermal allograftsvasious dimensions in tensile test.
Proceedings of the 10th Internationale Biomechaniid Biomaterial-Tage, Miinchen, Germany,
11-12 July 2008. Abstract in Journal of FunctiorMaterials, Biomechanics and Tissue
Engineeing 9 (1/2), p. 59, 2008.

Rady, S. A. Wagner, E. Badreddin, Entropy-basetlufea for robust place recognition. IEEE
International Conference on System, Man and Cylliemeingapore, October 12-15, 2008.

Rudiger, J., A. Wagner, and E. Badreddin, Behabviased estimation of dependability for
autonomous mobile systems using particle filtenceedings of the 17th IFAC World Congress,
July 6-11, 2008.

Ruadiger, J., A. Wagner, and E. Badreddin, Behavamed dependability estimation. Proceedings
of the 5th International Conference on Informaiic€ontrol, Automation and Robotics, Funchal,
Madeira, Portugal, May 11-15, 2008.
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Wagner, A., C. Bartolein, M. Jipp, and E. Badreddkssessment of the user’s dependability-
relevant abilities for enhanced human-technologgraction. Proceedings of the52nd Annual
Meeting of the Human Factors and Ergonomics Sqciety 980-984. New York, September 22-
26, 2008.

Wellenreuther, A., A. Gambier and E. Badreddin, @atimeoretical analysis for choosing the
topology in multi-loop control systems. Proceedimfgthe 2008 American Control Conference,
3671-3676, Seattle, June 11-13, 2008.

Wellenreuther, A., A. Gambier and E. Badreddin, @&atineoretical analysis of a multi-loop
control structure with constrained strategy setec€edings of the 2008 IEEE Conference on
Control Applications (CCA 2008), 43-48, San Antgrigeptember 3-5, 2008.

Wellenreuther, A., A. Gambier and E. Badreddin,i@pt multi-loop control design of a reverse
osmosis desalination plant with robust performatttelFAC World Congress (IFAC WC
2008), 10039-10034, Seoul, July 6-11, 2008.

Wellenreuther, A., A. Gambier und E. Badreddin: @alier tuning of stochastic disturbed multi-
loop control systems. Proceedings of the 2008 |B&fi-conference on Systems and Control,
287-292, San Antonio, 3.-5. September 2008.

Chair for Computer Vision, Graphics and Pattern Recognition

2010

Journal articles

M. Bergtholdt, J. H. Kappes, S. Schmidt, and C.n®ch A Study of Parts-Based Object Class
Detection Using Complete Graphs. Int. J. Comp.ovisi87(1-2):93-117, 2010. [WWW] [PDF]
[d0i:10.1007/s11263-009-0209-1].

D. Breitenreicher and C. Schnorr. Robust 3D ohjegtstration without explicit correspondence
using geometric integration. Machine Vision and Kgagions, 21(5):601-611, 2010. [WWW]
[PDF] [d0i:10.1007/s00138-009-0227-6].

D. Heitz, E. Mémin, and C. Schnoérr. Variationalididlow measurements from image sequences:
synopsis and perspectives. Exp. Fluids, 48(3):33-3010.

Vlasenko and C. Schnérr. Physically Consistent Bffettient Variational Denoising of Image
Fluid Flow Estimates. IEEE Trans. Image Proc., 195-595, 2010.

Conference articles

B. Andres, J. H. Kappes, U. Kdthe, C. Schnorr, Bn#lamprecht. An Empirical Comparison of
Inference Algorithms for Graphical Models with HeghOrder Factors Using OpenGM. In
Pattern Recognition, Proc. 32th DAGM Symposium, 201

J. H. Kappes, S. Schmidt, and C. Schnorr. MRF &rfee by k-Fan Decomposition and Tight
Lagrangian Relaxation. In K. Daniilidis, P. Maragoend N. Paragios, editors, European
Conference on Computer Vision (ECCV), volume 63d&ges 735-747, 2010. Springer Berlin /
Heidelberg.

J. Lellmann, D. Breitenreicher, and C. Schnorr.tFasd Exact Primal-Dual Iterations for
Variational Problems in Computer Vision. In K. Diidis, P. Maragos, and N. Paragios, editors,

114



2009

European Conference on Computer Vision (ECCV), m&u6312 of LNCS, pages 494-505,
2010. Springer Berlin / Heidelberg.

Internal reports

J. Lellmann and C. Schnoerr. Continuous Multiclasiseling Approaches and Algorithms. Tech.
Rep., Univ. of Heidelberg, Feb. 2010.

Journal articles

D. Heitz, E. Mémin, and C. Schnoérr. Variationalididlow measurements from image sequences:
synopsis and perspectives. Exp. Fluids, Novemb@9.2Qote: DOI 10.1007/s00348-009-0778-3.

S. Petra and C. Schndrr. TomoPIV meets Compressedirfs). Pure Math. Appl., 20(1-2):49 -
76, 2009.

J. Yuan, C. Schnorr, and G. Steidl. Convex Hodgeobwosition and Regularization of Image
Flows. J. Math. Imag. Vision, 33(2):169-177, 2009.

Conference articles

D. Breitenreicher and C Schndrr. Intrinsic Seconded Geometric Optimization for Robust
Point Set Registration Without Correspondence. I'lC@mers, Y. Boykov, A. Blake, and F. R.
Schmidt, editors, Energy Minimization Methods innquuter Vision and Pattern Recognition
(EMMCVPR 2009), volume 5681 of LNCS, pages 274-Z8X)9. Springer.

F. Lauer and C. Schndrr. Spectral Clustering oleamSubspaces for Motion Segmentation. In
Proc. IEEE Int. Conf. Computer Vision (ICCV'09), &g, Japan, Sept. 29-Oct. 2 2009.

J. Lellmann, F. Becker, and C. Schnorr. Convex r@gttion for Multi-Class Image Labeling
with a Novel Family of Total Variation Based Regigars. In IEEE International Conference on
Computer Vision (ICCV), pages 646 - 653, 2009.

J. Lellmann, J. H. Kappes, J. Yuan, F. Becker, andSchnérr. Convex Multi-Class Image
Labeling by Simplex-Constrained Total Variation. ArC. Tai, K. Morken, M. Lysaker, and K.-
A. Lie, editors, Scale Space and Variational MethmdComputer Vision (SSVM 2009), volume
5567 of LNCS, pages 150-162, 2009. Springer.

J. Yuan, C. Schnorr, and G. Steidl. Total-Variat®ased Piecewise Affine Regularization. In X.-
C. Tai, K. Morken, M. Lysaker, and K.-A. Lie, editn Scale Space and Variational Methods in
Computer Vision (SSVM 2009), volume 5567 of LNC&gps 552-564, 2009. Springer.

Book Chapters

S. Petra, A. Schroder, and C. Schnorr. 3D Tomogrdmm Few Projections in Experimental
Fluid Mechanics. In W. Nitsche and C. Dobriloff,iteds, Imaging Measurement Methods for
Flow Analysis, volume 106 of Notes on Numerical i&lMMechanics and Multidisciplinary

Design, pages 63-72. Springer, 2009.

115



2008

Vlasenko and C. Schndrr. Variational Approaches NKtodel-Based PIV and Visual Fluid
Analysis. In W. Nitsche and C. Dabriloff, editorsnaging Measurement Methods for Flow
Analysis, volume 106 of Notes on Numerical Fluid ddanics and Multidisciplinary Design,
pages 247-256. Springer, 2009.

Internal reports

Nicola, S. Petra, C. Popa, and C. Schnorr. On argéextending and constraining procedure for
linear iterative methods. Technical Report, IWRjMdnsity of Heidelberg, August 2009.

S. Petra, C. Popa, and C. Schnorr. AcceleratingstCaned SIRT with Applications in
Tomographic Particle Image Reconstruction. Techriegort, IWR, University of Heidelberg,
May 2009.

S. Petra and C. Schnorr. TomoPIV meets Compressesirty. Technical Report, IWR,
University of Heidelberg, August 2009.

Journal articles

M. Enzweiler and D. M. Gavrila. Monocular Pedestridetection: Survey and Experiments.
IEEE Transactions on Pattern Analysis and Machintlligence, available online: IEEE
Computer Society Digital Library, http://doi.iee@sputersociety.org/10.1109/TPAMI.2008.260,
2008.

S. Munder, C. Schnorr, and D. Gavrila. Pedestriate@ion and Tracking Using a Mixture of
View-Based Shape-Texture Models. IEEE Trans. Infelinsp. Systems, 9:333-343, 2008.

Conference articles

F. Becker and C. Schnorr. Decomposition of Quamtradariational Problems. In Pattern
Recognition -- 30th DAGM Symposium, volume 5096L&§CS, pages 325-334, 2008. Springer
Verlag.

F. Becker, B. Wieneke, J. Yuan, and C. Schnérr.afiational Approach to Adaptive Correlation
for Motion Estimation in Particle Image Velocimetiyn Pattern Recognition -- 30th DAGM
Symposium, volume 5096 of LNCS, pages 335-344, 28p8nger Verlag.

F. Becker, B. Wieneke, J. Yuan, and C. Schndrr.ialanal Correlation Approach to Flow
Measurement with Window Adaption. In 14th Interoall Symposium on Applications of Laser
Techniques to Fluid Mechanics, pages 1.1.3, 2008.

M. Enzweiler and D. M. Gavrila. A Mixed Generatilzascriminative Framework for Pedestrian
Classification. In Proc. Int. Conf. Comp. VisiondaRatt. Recog. (CVPR), 2008 .

M. Enzweiler, P. Kanter, and D. M. Gavrila. MoncauPedestrian Recognition Using Motion
Parallax. In Proc. IEEE Symposium on Intelligentiéées, pages 792-797, 2008.

K. Fundana, A. Heyden, C. Gosch, and C. Schndrnti@aous Graph Cuts for Prior-Based
Object Segmentation. In 19th Int. Conf. Patt. Re€¢f¢gfPR), pages 1-4, 2008.

116



C. Gosch, K. Fundana, A. Heyden, and C. Schnoaw\Roint Tracking of Rigid Object Based
on Shape Sub-Manifolds. In Computer Vision -- ECE008, volume 5302 of LNCS, pages 251-
263, 2008. Springer.

J. H. Kappes and C. Schnorr. MAP-Inference for Higbonnected Graphs with DC-

Programming. In Pattern Recognition -- 30th DAGMr@sium, volume 5096 of LNCS, pages
1-10, 2008. Springer Verlag.

S. Petra, C. Popa, and C. Schnorr. Enhancing $pémgiConstraining Strategies: Constrained
SIRT versus Spectral Projected Gradient MethodsPrioc. 7th Workshop on Modelling of
Environmental and Life Sciences Problems (WMM (),Acad Romane, Bucharest, Romania,
2008.

S. Petra, C. Popa, and C. Schnorr. Enhancing $pémgiConstraining Strategies: Constrained
SIRT versus Spectral Projected Gradient MethodsPrioc. 7th Workshop on Modelling of

Environmental and Life Sciences Problems (WMM @Bpnstanta, Romania, Oct. 22-Oct. 25
2008. Ed Acad Romane, Bucuresti.

S. Petra, A. Schroder, B. Wieneke, and C. Schi@mrSparsity Maximization in Tomographic
Particle Image Reconstruction. In Pattern Recagmitt 30th DAGM Symposium, volume 5096
of LNCS, pages 294-303, 2008. Springer Verlag.

Vlasenko and C. Schnorr. Physically Consistent atemnal Denoising of Image Fluid Flow
Estimates. In Pattern Recognition -- 30th DAGM Swsipm, volume 5096 of LNCS, pages 406-
415, 2008. Springer Verlag.

J. Yuan, G. Steidl, and C. Schnorr. Convex Hodgeobgosition of Image Flows. In Pattern
Recognition -- 30th DAGM Symposium, volume 5096L&§CS, pages 416-425, 2008. Springer
Verlag.

Internal reports

J. Lellmann, J. H. Kappes, J. Yuan, F. Becker, andSchnérr. Convex Multi-Class Image
Labeling by Simplex-Constrained Total Variation. cfimical Report, IWR, University of
Heidelberg, October 2008.

Stefania Petra, Constantin Popa, and Christoph @chBxtended and Constrained Cimmino-
type Algorithms with Applications in Tomographic &ge Reconstruction. Technical Report,
IWR, University of Heidelberg, November 2008.

Chair for Computer Science V

2010

G. Crone, D. Della Volpe, B. Gorini, B. Green, Mo3, G. Kieft, K. Kordas, A. Kugel, A.
Misiejuk, N. Schroer, P. Teixeira-Dias, L. TrembletVermeulen, F. Wickens, P.Werner: The
ATLAS ReadOut System - performance with first datel perspective for the future. Nuclear
Instruments and Methods in Physics Research A3dp536.

R Spurzem, P Berczik, K Nitadori, G. Marcus, A. I€ygR Manner, .| Berentzen, R Klessen, R
Banerjee: Astrophysical Particle Simulations witlis@m GPU Clusters.

D. Falchieri, G. Bruni, M. Bruschi, I. D'Antone, Dopke, T. Flick, A. Gabrielli, J. Grosse-
Knetter, J. Joseph, N. Krieger, A. Kugel, P. MangttA. Polini, M. Rizzi, N. Schroer, R.

117



2009

Travaglini, S. Zannoli, A. Zoccoli: Proposal for@adout driver card for the ATLAS Insertable
B-Layer. 2010 IEEE Nuclear Science Symposium Ceamfee Record (NSS/MIC).

D. Razmyslovich, G. Marcus, M. Gipp, M. Zapatka, 3zillus: Implementation of Smith-
Waterman Algorithm in OpenCL for GPUs.PDMC-HIBI !1Broceedings of the 2010 Ninth
International Workshop on Parallel and Distributbtéthods in Verification, and Second
International Workshop on High Performance Companal Systems Biology, pp.48-56.

E. Marth, G. Marcus: Parallelization of the x264ceder using OpenCL. SIGGRAPH '10:
SIGGRAPH 2010 Posters.

D. Razmyslovich, G. Marcus, M. Gipp, M. Zapatka, 3zillus. Implementation of Smith-
Waterman Algorithm in OpenCL for GPUs. NVIDIA Resdga Summit 2010.

W. Gao, A. Kugel, G. Marcus, M. Stapelberg, R. Mé&nrOptical Communication Tests with
Active Buffer Board. CBM Progress Report 2009, pp.5

A.Rukletsov, A. Tuzikov, R. Manner: Some Practiddbtes on the SURF Descriptor. 4th
Belarusian Space Congress, volume 1, pp. 206 -27Q9 October 2009, Minsk, Belarus.Holger
Handel: Accelerating sub-pixel marker segmentatising GPU. Electronic Imaging 2009, SPIE,
San Jose, CA, 2009.

Holger Handel: Analyzing the Influences of Camerariiv-Up Effects on Image Acquisition.

IPSJ Transactions on Computer Vision and Applicetjoinformation Processing Society of
Japan, Tokyo, 2009.

M. Gipp, G. Marcus, N. Harder, A. Suratanee, K. Réh Konig, R. Manner: Haralick’s Texture
Features Computations Accelerated by GPUs in BicddgApplications. NVIDIA Research
Summit 2009 (2009) NVIDIA.

T. Bernard, G. Marcus, M. Gipp, R. Manner: UsingUWsFor Lossless-JPEG real-time image

decompression of high-throughput microscope datlDM\ Research Summit 2009 (2009)
NVIDIA.

M. Gipp, G. Marcus, N. Harder, A. Suratanee, K. Réh Konig, R. Manner: Haralick’s Texture
Features Computed by GPUs for Biological Applicasio IAENG International Journal of
Computer Science (2009) vol. 36 (1) IAENG.

R. Spurzem, P. Berczik, G. Marcus, A. Kugel, G.nliart, I. Berentzen, R. Manner, R. Klessen
and R. Banerjee: Accelerating astrophysical partgimulations with programmable hardware
(FPGA and GPU) (June 2009) Journal of Computer nf8eie- Research and Development,
Volume 23, Numbers 3-4.

Wenxue Gao, Andreas Kugel, Reinhard Manner, Norsleel, Nick Meier, Udo Kebschull: DPR
in CBM: An Application for High Energy Physics; DAT2009 (2009).

M. Gipp, G. Marcus, N. Harder, A. Suratanee, K. Réh Konig, R. Manner: Haralick’s Texture
Features Computation Accelerated by GPUs for BiodgApplications. Proceedings of the
HPSC 2009 (2009).

Oliver Schuppe, Clemens Wagner, Frank Koch, RethMiinner: EYESi Ophthalmoscope — A

Simulator for Indirect Ophthalmoscopic ExaminatipidMVR17, Long Beach, California
(2009).

Misiejuk et al.; The ATLAS Read-Out System - penfance with first data and perspective for
the future; acc for publication at internationaht&rence on Technology and Instrumentation in
Particle Physics; Tsukuba/Japan; March 2009.

118



2008

D. Hlindzich, P. Krasnopevtsev, T. Poerner, A. Kayus. A Flexible Medical Image Archiving
and Reporting System. 9th Intern. Conf. On PatiRetognition and Information Processing,
PRIP'09, 19-22 May 2009, Minsk, Belarus.

V. Hancharenka, A. Tuzikov, V. Arkhipau, A. KryvasioPreoperative Planning of Pelvic and
Lower Limbs Surgery by CT Image Processing. PatiReoognition and Image Analysis, Maik
Nauka/Interperiodica, Vol. 19, Number 1, March, 20pp. 109-113 (Proceedings of the 8th
International Conference on Pattern Recognition dnthge Analysis: New Information

Technologies, Yoshkar-Ola, Yoshkar-Ola, RussiareFaibn, October, 8-13, 2007).

N. Schroer, G. Crone, D. Della Volpec, B Gorini, Breen, M. Joos, G. Kieft, K. Kordas, A.
Kugel, A. Misiejuk, P. Teixeira-Dias, L. Tremblet Yermeulen, P.Werner, F. Wickens:
Improved performance for the ATLAS ReadOut Systeith vhe switch-based architecture.
CERN, Geneva.

Kugel: Correlation Analysis on GPU systems usingiD's CUDA. Journal of Computing in
Science and Engineering.

W Gao, A Kugel, A Wurz, G Marcus and R Manner: #etiBuffer for DAQ in CBM
Experiment. Real Time Conference, 2009. RT '0% 1IBEE-NPSS, pp 527-531.

A Kugel: The ATLAS ROBIN — A High-Performance Daf&quisition Module.

ATLAS Collaboration: The ATLAS Experiment at the BE Large Hadron Collider; JINST 3
S08003; 2008; doi: 10.1088/1748-0221/3/08/S08003.

R Cranfield et al; The ATLAS ROBIN; JINST 3 T01002008; doi: 10.1088/1748-
0221/3/01/T01002.

CBM; GSl-Jahresbericht (2008).

R. Spurzem, P. Berczik, G. Marcus, A. Kugel, G.nhiart, I. Berentzen, R. Manner: Accelerating
Astrophysical Particle Simulations with Programneablardware (FPGA and GPU);, Computer
Science Research and Development (2009), Volume: 188ue: 3-4, Pages: 231-239,
DOI:<10.1007/s00450-009-0081-9.

Daniel Gembris, Markus Neeb, Markus Gipp, Andreagy#{, Reinhard Manner: Correlation
Analysis using NVIDIA’'s CUDA — Comparison with FPGAnd CPUs; J Real-Time Image Proc
(2010), 6 pages, online DOI: 10.1007/s11554-0102¢4.6

Abt, M. Adams, M. Agari, H. Albrecht, A. AleksandroV. Amaral, A. Amorim, S.J. Aplin,V.
Aushev, Y. Bagaturia, V. Balagura, M. Bargiotti, Barsukova. J. Bastos, J. Batista,C. Bauer,
Th.S. Bauer, A. Belkov, Ar. Belkov, |. Belotelov,. Bertin, B. Bobchenko, M. Bdcker,A.
Bogatyrev, G. Bohm, M. Bréduer, M. Bruinsma, M. Brhgs P. Buchholz, T. Buran, J.
Carvalho,P. Conde, C. Cruse, M. Dan, K.M. DanielddnDanilov, S. De Castro, H. Deppe, X.
Dong,H.B. Dreis, V. Egorytchev, K. Ehret, F. Eisdle Emeliyanov, S. Essenov, L. Fabbri, P.
Faccioli,M. Feuerstack-Raible, J. Flammer, B. Forkim M. Funcke, LI. Garrido, A. Gellrich, B.
Giacobbe,J. GlaR, D. Goloubkov, Y. Golubkov, A. @win, |. Golutvin, |. Gorbounov, A.
Gorisek,0. Gouchtchine, D.C. Goulart, S. Gradl, ®&adl, F. Grimaldi, J. Groth-Jensen, Yu.
Guilitsky,J.D. Hansen, J.M. Herndndez, W. HofmalkinHohlmann, T. Hott, W. Hulsbergen, U.
Husemann, O. Igonkina, M. Ispiryan, T. Jagla, Gangj H. Kapitza, S. Karabekyan, N.
Karpenko, S. Keller,J. Kessler, F. Khasanov, Yuykshin, I. Kisel, E. Klinkby, K.T. Kndpfle,
H. Kolanoski, S. Korpar,C. Krauss, P. Kreuzer, Piz#h, D. Kriucker, S. Kupper, T.
Kvaratskheliia, A. Lanyov,K. Lau, B. Lewendel, Tolse, B. Lomonosov, R. Manner, R.
Mankel, S. Masciocchi, |I. Massa,l. Matchikhilian, ®Gledin, M. Medinnis, M. Mevius, A.
Michetti, Yu. Mikhailov, R. Mizuk,R. Muresan, M. ziNedden, M. Negodaev, M. Norenberg, S.
Nowak, M.T. Nufez Pardo de Vera,M. Ouchrif, F. G8lehda, C. Padilla, D. Peralta, R.

119



Pernack, R. Pestotnik, B.AA. Petersen,M. PicciniiA. Pleier, M. Poli, V. Popov, D. Pose, S.
Prystupa, V. Pugatch, Y. Pylypchenko, J. Pyrlik, Reeves, D. Relding, H. Rick, I. Riu, P.
Robmann, |I. Rostovtseva, V. Rybnikov,F. SanchezSkrizzi, M. Schmelling, B. Schmidt, A.
Schreiner, H. Schréder, U. Schwanke,A.J. Schwakts. Schwarz, B. Schwenninger, B.
Schwingenheuer, F. Sciacca, N. Semprini-Cesarh8v&ov, L. Silva, L. S6zler, S. Solunin, A.
Somov, S. Somov, J. Spengler, R. Spighi,A. SpirmorA. Stanovnik, M. Staric, C. Stegmann,
H.S. Subramania, M. Symalla,l. Tikhomirov, M. Titolv Tsakov, U. Uwer, C. van Eldik, Yu.
Vassiliev, M. Villa, A. Vitale,l. Vukotic, H. Wahlerg, A.H. Walenta, M. Walter, J.J. Wang, D.
Wegener, U. Werthenbach,H. Wolters, R. Wurth, A.rg/\s. Xella-Hansen, Yu. Zaitsev, M.
Zavertyaev, T. Zeuner,A. Zhelezov, Z. Zheng, R. @enmann, I. Zivko, and A. Zoccoli: V
Production in p+A Collisions afs = 41.6 GeV; Eur. Phys. J. C, Vol. 61, No 2 (2002)7-221.

Markus Gipp, Guillermo Marcus, Nathalie Harder, &mt Suratanee, Karl Rohr, Rainer Konig,
Reinhard Manner: Accelerating the computation afabek’s Texture Features using Processing
Units (GPUs); Proc. World Congress on Engineerumgrdon, U.K. (2008).

Abt, M. Adams, M. Agari, H. Albrecht, A. AleksandroV. Amaral, A. Amorim, S.J. Aplin,V.
Aushev, Y. Bagaturia, V. Balagura, M. Bargiotti, Barsukova. J. Bastos, J. Batista,C. Bauer,
Th.S. Bauer, A. Belkov, Ar. Belkov, |. Belotelov,. Bertin, B. Bobchenko, M. Bdcker,A.
Bogatyrev, G. Bohm, M. Bréduer, M. Bruinsma, M. Brhs P. Buchholz, T. Buran, J.
Carvalho,P. Conde, C. Cruse, M. Dan, K.M. DanielddnDanilov, S. De Castro, H. Deppe, X.
Dong,H.B. Dreis, V. Egorytchev, K. Ehret, F. Eisdle Emeliyanov, S. Essenov, L. Fabbri, P.
Faccioli,M. Feuerstack-Raible, J. Flammer, B. Forkim M. Funcke, LI. Garrido, A. Gellrich, B.
Giacobbe,J. GlaR, D. Goloubkov, Y. Golubkov, A. @win, |. Golutvin, |. Gorbounov, A.
Gorisek,0. Gouchtchine, D.C. Goulart, S. Gradl, ®&/adl, F. Grimaldi, J. Groth-Jensen, Yu.
Guilitsky,J.D. Hansen, J.M. Herndndez, W. HofmalkinHohlmann, T. Hott, W. Hulsbergen, U.
Husemann, O. Igonkina, M. Ispiryan, T. Jagla, Gangj H. Kapitza, S. Karabekyan, N.
Karpenko, S. Keller,J. Kessler, F. Khasanov, Yuykshin, I. Kisel, E. Klinkby, K.T. Kndpfle,
H. Kolanoski, S. Korpar,C. Krauss, P. Kreuzer, Piz#h, D. Kriucker, S. Kupper, T.
Kvaratskheliia, A. Lanyov,K. Lau, B. Lewendel, Tolse, B. Lomonosov, R. Manner, R.
Mankel, S. Masciocchi, |I. Massa,l. Matchikhilian, Gledin, M. Medinnis, M. Mevius, A.
Michetti, Yu. Mikhailov, R. Mizuk,R. Muresan, M. ziNedden, M. Negodaev, M. Norenberg, S.
Nowak, M.T. Nufiez Pardo de Vera,M. Ouchrif, F. G8lehda, C. Padilla, D. Peralta, R.
Pernack, R. Pestotnik, B.AA. Petersen,M. PicciniiA. Pleier, M. Poli, V. Popov, D. Pose, S.
Prystupa, V. Pugatch, Y. Pylypchenko, J. Pyrlik, Reeves, D. Relding, H. Rick, I. Riu, P.
Robmann, I. Rostovtseva, V. Rybnikov,F. SanchezSkrizzi, M. Schmelling, B. Schmidt, A.
Schreiner, H. Schréder, U. Schwanke,A.J. Schwakts. Schwarz, B. Schwenninger, B.
Schwingenheuer, F. Sciacca, N. Semprini-Cesarh8v&ov, L. Silva, L. S6zler, S. Solunin, A.
Somov, S. Somov, J. Spengler, R. Spighi,A. SpirmorA. Stanovnik, M. Staric, C. Stegmann,
H.S. Subramania, M. Symalla,l. Tikhomirov, M. Titolv Tsakov, U. Uwer, C. van Eldik, Yu.
Vassiliev, M. Villa, A. Vitale,l. Vukotic, H. Wahlerg, A.H. Walenta, M. Walter, J.J. Wang, D.
Wegener, U. Werthenbach,H. Wolters, R. Wurth, A.rg/\s. Xella-Hansen, Yu. Zaitsev, M.
Zavertyaev, T. Zeuner,A. Zhelezov, Z. Zheng, R. @enmann, |. Zivko, and A. Zoccoli:
Production of the Charmonium Statesl andxc2 in Proton Nucleus Interactions g = 41.6
GeV;; Phys. Rev. D 79, 012001 (2009).

Oliver Schuppe, Clemens Wagner, Frank Koch and Haeth Manner: EYESI indirect — A
Simulator for Indirect Ophthalmoscopic Examinatiprstud Health Technol Inform. 2009;
142:295-300.

D. Hlindzich, P. Krasnopevtsev, T. Poerner, A. Kagas. A Statistical Approach to Automatic
Heart Segmentation and Modelling from Multiple Mates. CBMS'08, 17-19 June 2008,
Jyvaskyla, Finland, pp. 44-46.

D. Hlindzich, R. Maenner. Medical feature matchargd model extraction from MRI/CT based
on the Invariant Generalized Hough/Radon Transfodtn European Conference of the

120



International Federation for Medical and Biologigaigineering, MBEC'08, 23-27 November
2008, Antwerp, Belgium, pp. 608-612..

Pavel Krasnopevtsev, Aleh Kryvanos. Evaluation oE®lorphing Method for Statistical Shape
Models Approximation. AITTHO08, 1-3 October 2008ingk, Belarus.

D. Hlindzich, A. Kryvanos. A Three-Dimensional Segmation Approach for Automatic Human
Heart Modelling. AITTH08, 1-3 October 2008, Mindglarus.

V. Goncharenko, V. Arhipau, A. Kryvanos, A. Tuzikod. Sakalouski. Computer planning of hip
operations. J. Science and Innovations, 7(65),,300821-25.

Chair for Optoelectronics

2010

INVITED: Karl-Heinz Brenner ,“General Solution Ofwb-Dimensional Beam-Shaping With
Two Surfaces”, 8. International Workshop on Infotima Optics (WI10’09), 20.-24.06.09 in Paris
/ France , Journal of Physics (IOP): ConferenceieSeNol. 206 (012021), 10.1088/1742-
6596/206/1/012021, ISSN 1742-6596, ISSN 1742-6H88t], (2010).

M. Fertig, K.-H. Brenner, “The Vector wave propagatmethod (VWPM)”, JOSA A, Vol. 27,
No. 4, pp. 709 — 717, (2010).

M. Auer, K.-H. Brenner, N. Moll, T. Morf, M. FertigT. Stoferle, R.F. Mahrt, J. Weiss, T.

Pfliger, ,Enhancement of Photo-Detector RespornsmitStandard SOl CMOS Processes by
introducing Resonant Grating Structures®, EOS Talpideeting on Diffractive Optics, 14.-

18.02.2010, Koli/Finnland, ISBN 978-3-00-024193:2010).

K.-H. Brenner, “General Solution Of Two-DimensiorBéam-Shaping With Two Surfaces”,
Advances in Information Optics and Photonics, SpgirVerlag, Part 1, 3-11, DOI: 10.1007/978-
1-4419-7380-1_1, (2010).

F. Merchan, D. Wohlfeld, K.-H. Brenner, “Micro irgetion of optical components for the
fabrication of active optical cables”, Journal dfet European Optical Society - Rapid
Publications, Vol.5, Pub.nr.10056 (2010).

F. Merchan, Karl Heinz Brenner, Peter GregoriugrSMendrik Vol3, “FPGA-Board and Active
Optical Cable Design for Multi-Gigabit Communicatip ESTC 2010 (Electronics System
Integration Technology Conferences), Digital Praibegs, poster session 1, p0032 (2010).

F. Merchan, Karl Heinz Brenner, Peter GregoriugrSMendrik Vol3, “FPGA-Board and Active
Optical Cable Design fiir optische Multi-Gigabit tsagung”, PLUS 12/2010 (Produktion von
Leiterplatten und Systemen/Fachzeitschrift fur Auftu. Verbindungstechnik in der Elektronik,
Leuze Verlag), Band 12, ISSN 1436-7505 B 494752@@0-2809, (2010).

F. Merchan, X. Liu, K.-H. Brenner, “Effiziente Fakepplung mit Gradientenindex-Stablinsen”,
DGaO-Proceedings (Online-Zeitschrift der Deutscasellschaft fir angewandte Optik e. V.),
ISSN: 1614-8436, 111. Jahrestagung in Wetzlar,R01

E. Slogsnat, R. Buschlinger, K.-H. Brenner, “Mimiasierte parallele Mikroskopie in der
Systembiologie”,DGaO-Proceedings (Online-Zeitsehrifler Deutschen Gesellschaft fur
angewandte Optik e. V.), ISSN: 1614-8436, 111.esthgung in Wetzlar, (2010).

F. Merchan, K.-H. Brenner, R. Borret, U. Bergerpgt optimized fabrication of Micro-Optical
Couplers®, Optical Fabrication and Testing (OF&DSA, Technical Digest, ISBN 978-1-55752-
893-3, 13.-16-06.2010, Jackson Hole, Wyoming, URA10).

121



2009

2008

Karl-Heinz Brenner, ,Aspects for calculating loasorption with the rigorous couple-waved
method*, Optics Express, Vol. 18, Iss. 10, pp. 2936376, (2010).

R. Buschlinger, K.-H. Brenner, ,Light Focusing bynéary phase gratings®, 5th EOS Topical
Meeting on Advanced Techniques (AIT), ISBN 978-30ED503-0, 29.06.-02.07.2010,
Engelberg/Ch.

M. Auer, K.-H. Brenner, ,Enhancement of Photodeted®esponsivity in Standard SOl CMOS
Processes by introducing Resonant Grating Strug£tuiEOS:RP, (2010), submitted.

INVITED: Karl-Heinz Brenner, Robert Buschlinger,réetal diffraction and focusing properties
of binary phase gratings”, 9. Euro-American Workshan Information Optics (WIO 2010),
IEEE, ISBN 978-1-4244-8227-6/10, 12.-16. Juli 2088|sinki / Finnland, (2010)

N. Moll, T. Morf, M. Fertig, T. Stoferle, B. TrauteR.F. Mahrt, J. Weiss, T. Pfliiger, and K.-H.
Brenner ,Polarization-Independent Photo- Detectoith Enhanced Responsivity in a Standard
SOl CMOS Process”, IEEE Journal of Lightwave Tedbgy, Vol. 27, No. 21, 4892-4896,
(2009).

F. Merchan, D.Wohlfeld, K.-H. Brenner, “Developmeftactive optical cables“, Workshop of
Optics in Computing (Optik in der Rechentechnik, T)RProceedings of the Workshop Optics in
Computing 2009, ISBN 978-3-200-01636-1, pp 45 —\Wi&n (2009).

E. Slogsnat, K.-H. Brenner, “Non-stereoscopic metHor deflectometric measurement of
reflecting surfaces”, DGaO-Proceedings (Onlinesaitift der Deutschen Gesellschaft fir
angewandte Optik e. V.), ISSN: 1614-8436, 110.esthgung in Brescia/ltalien, (2009).

D. Wohlfeld, E. Slogsnat, K.-H. Brenner, “Integratieeam splitters for array microscopy in life
science”, DGaO-Proceedings (Online-Zeitschrift dd@utschen Gesellschaft fir angewandte
Optik e. V.), ISSN: 1614-8436, 110. Jahrestagungrescia/ltalien, (2009)

F. Merchan, D. Wohlfeld, K.-H. Brenner, “High speedmmunication using micro optical
integration“, DGaO-Proceedings (Online-Zeitschdifir Deutschen Gesellschaft fir angewandte
Optik e. V.), ISSN: 1614-8436, 110. JahrestagunBgrescia/ltalien, (2009).

M. Auer, K.-H. Brenner, “Treatment of spatially yarg Permeabilities with the RCWA-
Application to Negative-Index Materials“, DGaO-Peedings (Online-Zeitschrift der Deutschen
Gesellschaft fur angewandte Optik e. V.), ISSN:4t8436, 110. Jahrestagung in Brescia/ltalien,
(2009).

Xiyuan Liu, Karl-Heinz Brenner, “Guide structuresrfsplicing single-mode fibres fabricated
using deep lithography”, Photonik international 2@) pp. 42-43, (2009).

F. Merchan, D. Wohlfeld, K.-H. Brenner, “Micro irgeation of optical systems for the fabrication
of active optical cables”, 3rd EOS Topical Meetimg Optical Microsystems (OMS09), ISBN
978-3-00-024191-8, (2286), 27.-30.09.09.Capriktalf2009).

Xiyuan Liu, Christian Hruscha, and Karl-Heinz Bremn Efficient reconstruction of two
dimensional complex amplitudes utilizing the redamcly of the ambiguity function®, Appl. Opt.
47, No. 22, pp E1 - E7 (2008).

Xiyuan Liu and Karl-Heinz Brenner, “Minimal opticdecomposition of ray transfer matrics,
Appl. Opt. 47, No. 22, pp E88 — E98 (2008).

122



Andreas Unger, Karl-Heinz Brenner, “Vergleich ltes optischer Lésungsmethoden im
Zeitbereich in Hinblick auf Genauigkeit und EffimE, DGaO-Proceedings 2008,
http://www.dgao-proceedings.de, ISSN 1614-8436, . 10@hrestagung in Esslingen am
Neckar/Deutschland (2008).

Bastian Trauter, Karl-Heinz Brenner, “Schnelle fifmrmbestimmung von diffraktiven
Elementen durch Least-Square-Approximation mit cleobenen Basisfunktionen”, DGaO-
Proceedings 2008, http://www.dgao-proceedings.&&SNI 1614-8436, 109. Jahrestagung in
Esslingen am Neckar/Deutschland (2008).

Ulrike Maier, Jens Hoffmann, Karl-Heinz Brennerpt&ce Reconstruction from gradient data”,
DGaO-Proceedings 2008, http://www.dgao-proceeditegdSSN 1614-8436, 109. Jahrestagung
in Esslingen am Neckar/Deutschland (2008).

E. Slogsnat, K.-H. Brenner, P. Ehrle, W. Stumpfelbstkonsistentes iteratives Verfahren zur
Bestimmung glatter Oberflachen®, DGaO-Proceedin@nlice-Zeitschrift der Deutschen
Gesellschaft fur angewandte Optik e. V.), ISSN:4t8436, 109. Jahrestagung in Esslingen am
Neckar/Deutschland (2008).

INVITED: Karl-Heinz Brenner “Shifted Base Functiorsn Efficient and Versatile New Tool in
Optics”, Journal of Physics: Conference Series AB2002, 11 pp, ISSN 1742-6588, Workshop
on Information Optics (WI0O'08), 01.-05.06.08 in Aguy (2008).

B. Trauter, J. Hetzler, K.-H. Brenner, "Analysis @fe uniqueness of an inverse grating
characterization method", Optics+Photonics, 128.2008, San Diego, USA, Proceedings of the
SPIE, Vol. 7065 (2008).

B. Trauter, J. Hetzler, K.-H. Brenner, "Inverse hoet for the characterization of two-
dimensional diffraction gratings”, 14th Microopti€onference, 25.-27.9., Brussels, Belgium,
Technical Digest, pp 131 — 132 (2008).

Xiyuan Liu, Karl-Heinz Brenner, “Tiefenlithographizum Splei3en von Singlemodefasern”,
Photonik, 40.Jahrgang, No. 5, pp. 52-54 (2008)

Chair for Computer Architecture

2010

Heiner Litz, Maximilian Thirmer, Ulrich Brining Céter Architecture Utilizing the Processor

Host Interface as a Network Interconnect CUSTERO2®eptember 20-24, 2010, Heraklion,
Greece.

Heiner Litz, Holger Froéning, Ulrich Bruening TAX: Alovel Framework for Flexible and High
Performance Networks-on-ChipFourth Workshop onrtmenection Network Architectures: On-
Chip, Multi-Chip (INA-OCMC) in conjunction with Hipac", January 25 - 27, 2010, Pisa, Italy.

Frank Lemke, David Slogsnat, Niels Burkhardt, WirBruening A Unified DAQ Interconnection
Network with Precise Time Synchronization |IEEE Tsactions on Nuclear Science (TNS),
Journal Paper, VOL. 57, No. 2, APRIL 2010.

Hector Montaner, Federico Silla, Holger Froningsel®uato Getting Rid of Coherency Overhead
for Memory-Hungry Applications IEEE Internationab@ference on Cluster Computing 2010,
September 20-24, 2010, Heraklion, Crete, Greece.

Holger Froning and Heiner Litz Efficient Hardware@port for the Partitioned Global Address
Space 10th Workshop on Communication ArchitectoreGlusters (CAC2010), co-located with
24th International Parallel and Distributed ProtegSymposium (IPDPS 2010), April 19, 2010,
Atlanta, Georgia.

123



2009

2008

Holger Froning, Mondrian Nussle, Heiner Litz andri¢ll Briining A Case for FPGA based
Accelerated Communication The 9th International f€mnce on Networks (ICN 2010), April

12-16, 2010, Les Menuires, France (This paper leasived the best paper award of this
conference).

Mondrian Nissle, Martin Scherer, Ulrich Briining ésource optimized remote-memory-access
architecture for low-latency communication The 38titernational Conference on Parallel
Processing (ICPP-2009), September 22-25, Viennairiau

Frank Lemke, David Slogsnat, Niels Burkhardt, WriBruening A Unified Interconnection
Network with Precise Time Synchronization for thBNC DAQ-System 16th IEEE NPSS Real
Time Conference 2009 (RT 09), May 10-15, Beijingjr@a.

Holger Froning, Heiner Litz, Ulrich Bruning Effiar Virtualization of Network Interfaces The
Eighth International Conference on Networks (ICN20 March 1-6, 2009, Guadeloupe/France.

Mondrian Nussle, Benjamin Geib, Holger Froning,idhirBriining An FPGA-based custom high
performance interconnection network 2009 Intermetio Conference on ReConFigurable
Computing and FPGAs, December 9-11, Cancun, Mexico.

Heiner Litz, Holger Froning, Maximilian Thirmer,ridh Brining An FPGA based Verification
Platform for HyperTransport 3.x 19th Internatio@ainference on Field Programmable Logic and
Applications (FPL 2009) , August 31 - Septembe2d)9, Prag, Czech Republic.

Benjamin Kalisch, Alexander Giese, Heiner Litz,ithr Brining HyperTransport 3 Core: A Next
Generation Host Interface with Extremely High Baiditv First International Workshop on
HyperTransport Research and Applications (WHTRA&bhfaary 12th, Mannheim, Germany.

Jose Duato, Federico Silla, Brian Holden, Paul Mii@ Jeff Underhill, Mario Cavalli, Sudha
Yalamanchili, Ulrich Bruning and Holger Froning &se Computing - Why and How
HyperTransport Consortium White Papers, 2009.

Heiner Litz, Holger Froning, Ulrich Briining A HypBransport 3 Physical Layer Interface for
FPGAs 5th International Workshop on Applied Reoguifable Computing (ARC 2009), March
16 - 18, 2009, Karlsruhe, Germany.

Heiner Litz, Holger Fréning, Mondrian Nussle, UiBriining VELO: A Novel Communication
Engine for Ultra-low Latency Message Transfers IRMERNATIONAL CONFERENCE ON
PARALLEL PROCESSING (ICPP-08), Sept. 08 - 12, 20@8rtland, Oregon, USA. This paper
has received the best paper award of this conferenc

Ulrich Brining, Holger Froning High Performance Qmuting und die Technologie der
Verbindungen Fachkongress Steckverbinder, Jurd, 2008, Wirzburg, Germany.

David Slogsnat, Alexander Giese, Mondrian Nussldricty Briining An Open-Source
HyperTransport Core ACM Transactions on Reconfiglerd echnology and Systems (TRETS),
Vol. 1, Issue 3, p. 1-21, Sept. 2008.

124



Patents

Name

Date of Submission

Chair

Uber optische Verbinder und desse
Herstellung
UHDO7a, DE 10 2010 018 248.6

N23.04.2010

Optoelectronics

Vorrichtung und Verfahren zur
Strahlungskonzentration
AZ PCT/EP2010/006070

05.10.2010

Optoelectronics

Erfindungsmeldung "Hardware
Einheit fur die Verarbeitung von
Protokollen mit unabhangiger
Fortschrittssteuerung"

14.12.2009

Computer Architecture

Patentanmeldung "Uber optische
Verbinder und deren Herstellung" N
10 2010 018 248.6

I.

23.04.2010

Computer Architecture

Method for generating and/or
imprinting a retrievable cyptographig
key during the production of a
topographic structure

US Patent Publication No.
US2009/0304181 A 1

Circuit Design

125




Colloquia and Conferences

Title Place Date Chair
Workshop Hardware, Software and| Hamburg 15.09.2009 Automation
Human Factors in Dependable (SAFECOMP)

System Design

Ecomodis-Workshop: Entwurf Mannheim 04.11.2009 Automation
verlasslicher Computersysteme

Open-Gain Workshop Mannheim 14.-15.07.2010 Autcomati

European Conference of Computer
Vision

Marseille, France

October 12-1¢
2008

3,Computer
Vision, Graphics
and Pattern

Recognition
International Conference of Computekyoto, Japan September 29-Computer
Vision October 2, Vision, Graphics
2009 and Pattern
Recognition
European Conference of Computer| Crete, Greece September 6-9, Computer

Vision

2010

Vision, Graphics
and Pattern

Recognition
Second Symposium of the Institut far 11.-12.02.09 | Computer
HyperTransport Center of ExcellengelTechnische Architecture

and the First International Worksho

D Informatik (ZITI)

on HyperTransport Research and | in Mannheim
Applications
International Workshop on DEPFET Heidelberg 10.-12.09.2008 Circuit Design

Detectors and Applications

126




